Identifying causal mechanisms in experiments (primarily) based on inverse probability weighting

Martin Huber
University of St. Gallen, Dept. of Economics
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Randomized experiments, which in social sciences date at least back to Neyman (1923) and Fisher (1925, 1935), are a cornerstone of the evaluation of policy interventions and widely regarded to be the gold standard of causal inference, see for instance Cochran and Chambers (1965), Freedman (2006), and Rubin (2008). In a properly designed experiment, the average treatment effect (ATE) of some intervention simply corresponds to the difference in the expected values of the outcomes conditional on the presence and the absence of the intervention. However, in many economic problems, not only the (total) ATE appears relevant, but also the causal mechanisms through which it operates. In this case, one would like to disentangle the direct effect of the treatment on the outcome as well as the indirect ones that run through one or more intermediate variables, so-called mediators. E.g., when assessing the employment or earnings effects of an active labor market policy, researchers and policy makers may be interested to which extent the total impact comes from increased search effort, increased human capital, or other mediators that are themselves affected by the policy.

However, even in experiments, causal mechanisms are not easily identified. As discussed in Robins and Greenland (1992), random treatment assignment does not imply randomness of the mediator, which may be regarded as intermediate outcome. Therefore, the total effect cannot be disentangled by simply conditioning on a mediator that is itself affected by the treatment, because this generally introduces selection bias coming from confounders of the mediator and the outcome, see Rosenbaum (1984). For this reason, already the early work on mediation analysis of Judd and Kenny (1981) highlights the importance of controlling for such confounders. In the light of these contributions, it seems surprising that this issue has been ignored in so many applications in social sciences that claim to identify direct and indirect effects.

This paper demonstrates the identification of causal mechanisms under discrete or continuous mediators in experiments, mainly based on inverse probability weighting (IPW).\footnote{The idea of IPW goes back to Horvitz and Thompson (1952), who first proposed an estimator of the population mean in the presence of non-randomly missing data.} I.e., units are
weighted by the inverse of their conditional propensity to be observed in a particular treatment state given the mediator and the observed covariates. Identification relies on the assumption that the mediator is conditionally exogenous given these variables, implying that the mediator and the potential outcomes for a particular mediator state are conditionally independent given the covariates and the treatment.\footnote{We also discuss that for the identification of indirect effects, the results depend on whether the covariates are themselves a function of the treatment. If the latter is the case, the identification of the “total” indirect effect, which also accounts for correlations between the covariates and the mediator, requires additional restrictions, see the proof in Avin, Shpitser, and Pearl (2005) and the discussion in Robins (2003) and Imai and Yamamoto (2011). In contrast, the “partial” indirect effect, which only considers the immediate link between the treatment and the mediator (and no “detour” via the covariates), is identified under weaker assumptions. We provide a simulation study that gives the intuition for these identification issues. Finally, we apply our methods to experimental data on Job Corps, an vocational/educational program for disadvantaged youths in the U.S. that also includes health care and health education. We disentangle its impact on general health into the indirect effect mediated by labor market success (finding employment) and a direct remainder component. The results are partly sensitive to whether the covariates are admitted to be affected by the treatment, which highlights the importance of carefully choosing the identifying assumptions.}

Whereas the evaluation of direct and indirect effects, often referred to as mediation analysis, is still a comparably small field of research in economics, it is widespread in other social sciences such as epidemiology, political sciences, and psychology, see for instance MacKinnon (2008) for typical applications. Even though the idea is not entirely new, see Cochran (1957), it appears to be the paper of Baron and Kenny (1986) that triggered the popularity of mediation analysis. While most studies rely on inflexible linear specifications, more general identification under conditional exogeneity of the mediator has been considered by Pearl (2001), Robins (2003), Petersen, Sinisi, and van der Laan (2006), VanderWeele (2009), Imai, Keele, and Yamamoto (2010), Albert and
Nelson (2011), and Imai and Yamamoto (2011), among others. One of the rare studies in the field of economics is Flores and Flores-Lagunes (2009), who use the Job Corps experiment to evaluate the direct earnings effect of the intervention after controlling for the mediator “work experience”. The issue is that participating in a training is likely to decrease work experience shortly after the program start compared to nonparticipation, a phenomenon known as “locking-in effect” due to a decreased job search effort during training participation. Assuming that the mediator is exogenous conditional on pre-treatment covariates, Flores and Flores-Lagunes (2009) estimate a positive effect on earnings based on a regression approach. As a further example, Simonsen and Skipper (2006) use a semiparametric identification strategy based on matching to assess the direct wage effect of motherhood in Denmark by controlling for several mediators through which motherhood may have an influence on wages. They find negative direct effects which vary little across different sectors.

Our paper makes four contributions to the literature on causal mechanisms in economics: Firstly, it derives identification results based on IPW by the treatment propensity score that are straightforward to implement by semiparametric (if the score ist estimated parametrically) or nonparametric estimation (if the score is estimated nonparametrically). Furthermore, if the mediator is exogenous conditional on pre-treatment covariates, our approach allows relaxing one functional form assumption imposed in Flores and Flores-Lagunes (2009) (their Assumption 3). It is also easier to implement than the nonparametric estimators of Imai, Keele, and Yamamoto (2010), which require estimating the conditional mean of the outcome and the conditional density of the mediator. Secondly and in contrast to Flores and Flores-Lagunes (2009) and Simonsen and Skipper (2006), we also discuss identification when mediator exogeneity only holds conditional on post-treatment covariates which are themselves a function of the treatment, such that pre-treatment variables do not fully capture the endogeneity. This appears realistic in most applications including Job Corps, where the treatment likely affects variables that potentially confound the mediator and the outcome, e.g., intermediate health shortly before the mediator. While direct effects are still identified by IPW in this set up after a modification of the initial
assumptions, the identification of indirect effects requires additional restrictions. We present a functional form restriction allowing us to do so, which, however, is less general than the entirely nonparametric identification under IPW. Thirdly, we show that IPW still identifies a partial indirect effect when keeping the confounders fixed, i.e., the part of the indirect effect which is not correlated with the confounders. Fourthly, as an empirical contribution, the present work appears to be the first which assesses the direct and indirect health effects of the Job Corps program.

The remainder of this paper is organized as follows. Section 2 defines the parameters of interest (the average direct and indirect effects) and discusses identification (mostly) based on IPW. Section 3 presents a simulation study which provides the intuition for the issues related to the identification of causal mechanisms in experiments. In Section 4, we apply our methods to the experimental study of the Job Corps program. Section 5 concludes.

2 Parameters of interest and identification

Suppose we are interested in the average treatment (ATE) effect of a binary treatment indicator $D$ on some outcome variable $Y$. Furthermore, assume that we would like to disentangle the ATE into a direct component and an indirect effect operating through the mediator $M$ which has bounded support and may be discrete or continuous. To define the parameters of interest, we use the potential outcome framework advocated by Rubin (1974) (among many others) and considered in the direct and indirect effects framework for instance by Rubin (2004), Ten Have, Joffe, Lynch, Brown, Maisto, and Beck (2007), and Albert (2008). Let $Y(d), M(d)$ denote the potential outcome and the potential mediator state under treatment $d \in \{0, 1\}$. For each unit only one of the two potential outcomes and mediator states, respectively, is observed, because the realized outcome and mediator values are $Y = D \cdot Y(1) + (1 - D) \cdot Y(0)$ and $M = D \cdot M(1) + (1 - D) \cdot M(0)$.

The ATE is defined by $\Delta = E[Y(1) - Y(0)]$. To disentangle this total effect into a direct and indirect (through $M$) causal channel, first note that the potential outcome can be rewritten as a
function of both the treatment and the intermediate variable $M$: $Y(d) = Y(d, M(d))$. It follows that the (average) direct effect is identified by

$$
\theta(d) = E[Y(1, M(d)) - Y(0, M(d))], \quad d \in \{0, 1\},
$$

(1)
i.e., by exogenously varying the treatment but keeping the mediator fixed at its potential value for $D = d$. Equivalently, the (average) indirect effects is defined as

$$
\delta(d) = E[Y(d, M(1)) - Y(d, M(0))], \quad d \in \{0, 1\},
$$

(2)
i.e., by exogenously shifting the mediator to its potential values under treatment and non-treatment but keeping the treatment fixed at $D = d$. Pearl (2001) named these parameters the natural direct and indirect effects, whereas Robins (2003) referred to them as the pure direct and indirect effects and Flores and Flores-Lagunes (2009) as net and mechanism average treatment effects, respectively. It is obvious that these effects cannot be identified without further assumptions as either $Y(1, M(1))$ or $Y(0, M(0))$ is observed for any unit, whereas $Y(1, M(0))$ and $Y(1, M(0))$ are never observed. Therefore, identification of direct and indirect effects hinges on the generation of exogenous variation (i) in the treatment and (ii) in the post-treatment mediator.

Furthermore, note that the ATE is the sum of the direct and indirect effects defined upon opposite treatment states:

$$
\Delta = E[Y(1, M(1)) - Y(0, M(0))] \\
= E[Y(1, M(1)) - Y(0, M(1))] - E[Y(0, M(1)) - Y(0, M(0))] \\
= \theta(1) - \delta(0) \\
= E[Y(1, M(0)) - Y(0, M(0))] - E[Y(1, M(1)) - Y(1, M(0))] \\
= \theta(0) - \delta(1),
$$

(3)
which follows from adding and subtracting $E[Y(0, M(1))]$ after the first and $E[Y(1, M(0))]$ after the third equality. Using this notation highlights the possibility of effect heterogeneity in causal mechanisms w.r.t. the treatment state, i.e., the presence of interaction effects between the treatment and the mediator. Unfortunately, this possibility has been ignored by the vast majority of studies relying on linear models for mediation analysis. Here and in other recent studies considering nonparametric identification (e.g., Imai, Keele, and Yamamoto (2010) and Imai and Yamamoto (2011)), the possibility of interaction effects between $D$ and $M$ is explicitly accounted for by using the potential outcome framework.

Figure 1: Causal paths under conditional exogeneity of the mediator

After having defined the parameters of interest, we now consider our identifying assumptions, maintaining an i.i.d. framework throughout the paper. We start with the framework of conditional mediator exogeneity given observed covariates (denoted by $X$) which are themselves not a function of $D$, see Figure 1 for a graphical illustration using a directed acyclic graph. The leading case for this framework is mediator exogeneity conditional on pre-treatment covariates (evaluated prior to treatment assignment), see Flores and Flores-Lagunes (2009) and Imai, Keele, and Yamamoto (2010). Further below we will consider another set of restrictions by which the mediator is assumed to be exogenous conditional on $X$ which are partially themselves a function of $D$, and thus, post-treatment variables, see for instance Robins (2003) and Imai and Yamamoto (2011). While the latter case appears more realistic in applications, it also makes identification more difficult. In particular, it requires additional functional form assumptions for the identification of indirect effects which are not required under mediator exogeneity given pre-treatment $X$ where identification is entirely non-parametric.
Our first assumption reflects the experimental context by requiring that actual treatment assignment is independent of any potential post-treatment variable, i.e., the potential mediator states and the potential outcomes. Furthermore, the treatment must be unrelated to \( X \), which is naturally satisfied if \( X \) consists of pre-treatment covariates, because the latter do not determine treatment assignment in (successfully) randomized experiments.

**Assumption 1 (random treatment assignment and no association with confounders):**

\[ \{Y(d', m), M(d), X\} \perp D \text{ for all } d', d \in \{0, 1\} \text{ and } m \text{ in the support of } M. \]

By Assumption 1, the treatment is independent of the observed characteristics and of any unobservable factors jointly affecting the treatment on the one hand and the mediator and/or the outcome on the other hand. This is closely related to Assumption 1 in Flores and Flores-Lagunes (2009), albeit the latter do not make the independence of \( X \) and \( D \) explicit. They nevertheless assume it implicitly by stating that \( X \) are pre-treatment covariates such that \( D \) and \( X \) are independent under random assignment. Note that our Assumption 1 also implies that \( \{Y(d', m), M(d)\} \) is independent of \( D \) given \( X \).

The second assumption imposes conditional independence (or exogeneity) of the mediator given the covariates and the treatment along with a common support restriction on the conditional treatment probability:

**Assumption 2 (conditional independence of the mediator):**

(a) \( Y(d', m) \perp M|D = d, X = x \) for all \( d', d \in \{0, 1\} \) and \( m, x \) in the support of \( M, X \),

(b) \( \Pr(D = d|M = m, X = x) > 0 \) for all \( d \in \{0, 1\} \) and \( m, x \) in the support of \( M, X \).

I.e., conditional on \( D \) and \( X \), the effect of the mediator on the outcome is assumed to be unconfounded. Note that Assumption 2(a) is equivalent to equation (5) in Imai, Keele, and Yamamoto (2010), which is part of their sequential ignorability assumption also considered in Tchetgen Tchetgen and Shpitser (2011b) (see also the closely related Theorem 2 of Pearl (2001)). Yet, our framework differs from theirs in that we impose Assumption 1 instead of
equation (4) in Imai, Keele, and Yamamoto (2010), saying that \( \{Y(d', m), M(d)\} \perp D | X \). I.e., we consider the experimental context of random treatment assignment instead of conditional independence of the treatment given \( X \). Flores and Flores-Lagunes (2009) impose a restriction similar to our Assumption 2(a) in their Assumption 2, albeit defined in terms of potential mediator states given \( X \). Assumption 2(b) is a common support restriction requiring that the conditional probability to be treated given \( M, X \), henceforth referred to as propensity score, is larger than zero in either treatment state. Note that by Bayes’ theorem, this equivalently implies that \( \Pr(M = m | D = d, X = x) > 0 \) (or in the case of \( M \) being continuous, that the conditional density of \( M \) given \( D, X \) is larger than zero: \( f_{M|D,X}(m, d, x) > 0 \)). I.e., conditional on \( X \), the mediator state must not be a deterministic function of the treatment, otherwise identification is infeasible due to the lack of comparable units in terms of the mediator across treatment states.

The evaluation of direct and indirect effects hinges on the identifiability of \( E[Y(d, M(d))] \) and \( E[Y(d, M(1 - d))] \). The former is directly observed from the data because \( E[Y(d, M(d))] = E[Y(d)] = E[Y|D = d] = E\left[\frac{Y \cdot I\{D = d\}}{\Pr(D = d)}\right] \) by Assumption 1, where \( I\{\cdot\} \) denotes the indicator function that is equal to one if its argument is true and zero otherwise. Concerning the latter, observe that by 2(a), it holds for all \( d \in \{0, 1\} \) and \( m, x \) in the support of \( M, X \) that

\[
E[Y(d, m)|D = d, X = x] = E[Y(d, m)|D = d, M = m, X = x] = E[Y|D = d, M = m, X = x].
\]

Furthermore, \( E[Y(d, m)|D = d, X = x] = E[Y(d, m)|X = x] \) by Assumption 1. I.e., the mean potential outcome under hypothetical treatment and mediator states \( d, m \) given \( X = x \) is identified by the observed conditional mean outcome given \( D = d, M = m, X = x \). By adequately averaging over the distributions of \( M \) and \( X \), the unobserved expectation \( E[Y(d, M(1 - d))] \) is
identified. This implies the following identification result:

\[
E[Y(d, M(1 - d))] = \int E[Y(d, m)|M = m, X = x]dF_{M(1-d),X}(m, x)
= \int E[Y(d, m)|M = m, X = x]dF_{M,X|D=1-d}(m, x)
= \int E[Y|D = d, M = m, X = x] \cdot \frac{Pr(D = 1 - d|M, X)}{Pr(D = 1 - d)} \cdot dF_{M,X}(m, x)
= E \left[ \frac{Y \cdot I\{D = d\}}{Pr(D = d|M, X)} \cdot \frac{Pr(D = 1 - d|M, X)}{Pr(D = 1 - d)} \right].
\] (4)

The first equality follows from the law of iterated expectations and from replacing the outer expectation by an integral, the second from Assumption 1, the third from Assumption 2(a) and Bayes’ theorem, the fourth from basic probability theory and from replacing the integral by an expectation, and the last from the law of iterated expectations. Therefore, the direct effect is identified by

\[
\theta(d) = E \left[ \frac{Y \cdot I\{D = d\}}{Pr(D = d)} \right] - E \left[ \frac{Y \cdot I\{D = 1 - d\}}{Pr(D = 1 - d|M, X)} \cdot \frac{Pr(D = d|M, X)}{Pr(D = 1 - d)} \right],
\] (5)

and the indirect effect by

\[
\delta(d) = E \left[ \frac{Y \cdot I\{D = d\}}{Pr(D = d)} \right] - E \left[ \frac{Y \cdot I\{D = d\}}{Pr(D = d)} \cdot \frac{Pr(D = 1 - d|M, X)}{Pr(D = 1 - d)} \right].
\] (6)

After some simple algebra we obtain the numerically identical expressions given in Propositions 1 and 2:

**Proposition 1:**

Under Assumptions 1 and 2, the average direct effect is identified by

\[
\theta(d) = E \left[ \frac{Y \cdot D}{Pr(D = 1|M, X)} - \frac{Y \cdot (1 - D)}{1 - Pr(D = 1|M, X)} \cdot \frac{Pr(D = d|M, X)}{Pr(D = d)} \right].
\] (7)
It is worth noting that this IPW-based expression corresponds to that obtained for the ATE on the treated (if $d = 1$) or non-treated (if $d = 0$) in the conceptually different framework of a conditionally independent treatment given observed covariates, see Hirano, Imbens, and Ridder (2003). There, conditioning on observed covariates in the propensity score controls for selection into the treatment, whereas here, conditioning on $M, X$ controls for mediator endogeneity (whereas the treatment is random). Proposition 1 implies that observations are reweighted according to the distribution of $M(d)$ among observations with $D = d$. However, the latter is equivalent to the hypothetical distribution of $M(d)$ in the total population due to the random assignment of $D$.

By (3), the indirect effect is simply the difference between the average and the direct effect defined by the opposite treatment state: $\delta(d) = \Delta - \theta(1 - d)$. This implies that in the current set up, the identification of direct and indirect effects hinges on the same assumptions and that one cannot be identified without the other. Proposition 2 provides the representation of the indirect effect based on IPW, which is numerically identical to the difference $\Delta - \theta(1 - d)$:

**Proposition 2:**

Under Assumptions 1 and 2, the average indirect effect is identified by

$$\delta(d) = E \left[ \frac{Y \cdot I\{D = d\}}{\Pr(D = d|M, X)} \cdot \left( \frac{\Pr(D = 1|M, X)}{\Pr(D = 1)} - \frac{1 - \Pr(D = 1|M, X)}{1 - \Pr(D = 1)} \right) \right].$$

(8)

From a practitioner’s perspective, a nice feature of these identification results is that they are straightforward to implement. They only involve the (possibly parametric or nonparametric) estimation of a binary choice model for the propensity score which is then plugged into the sample analogs of Propositions 1 and 2. Alternatively, matching on the propensity score (see for instance Rosenbaum and Rubin (1983)) could also be used. In either case, no parametric restrictions

---

3It is worth noting that if the treatment was not randomly assigned but merely conditionally independent such that Assumption 1 was to be replaced by $\{Y(d', m), M(d)\} \perp D | X$ for all $d', d \in \{0, 1\}$ and $m$ in the support of $M$, identification would require a slight modification of Proposition 1: $\Pr(D = d)$ would have to be substituted by $\Pr(D = d|X)$ to reweight observations according to the hypothetical distribution of $M(d)$ in the total population, which then differed from the treated population. An equivalent argument applies to Proposition 2, where $\Pr(D = 1)$ and $1 - \Pr(D = 1)$ would have to be replaced by $\Pr(D = 1|X)$ and $1 - \Pr(D = 1|X)$.
are imposed on the models of the outcome and the mediator such that arbitrary nonlinearities are allowed for. Only the related but independently developed method of Tchetgen Tchetgen (2012) using weighting by the inverse of the odds ratio relating the treatment and the mediator conditional on the covariates (which is to assume a logit model for the propensity score) appears to share these features. In contrast, the standard approach in the literature consists in estimating the ingredients of the following alternative representations of the parameters of interest, see for instance equations (8) and (26) in Pearl (2001) and Theorem 1 in Imai, Keele, and Yamamoto (2010):

\[ \theta(d) = \int \int E[Y|D = 1, M = m, X = x] - E[Y|D = 0, M = m, X = x]dF_{M|D=d,X=x}(m)dF_X(x), \]

\[ \delta(d) = \int \int E[Y|D = d, M = m, X = x]\{dF_{M|D=1,X=x}(m) - dF_{M|D=0,X=x}(m)\}dF_X(x). \]

(9) (10)

This requires estimators for the conditional mean of \( Y \) given \( D, M, X \) and the conditional density of \( M \) given \( D, X \). In the literature, parametric methods have been most commonly used, see for instance Pearl (2011) and VanderWeele (2009). They, however, appear unattractive due to their severe functional form restrictions and the potentially difficult interpretability of direct and indirect effects under non-linear modeling (e.g., when both the outcome and the mediator are binary). Nonparametric estimation as recently proposed in Imai, Keele, and Yamamoto (2010) avoids these shortcomings, but might be cumbersome in empirical applications if \( X \) is high dimensional and/or \( M \) is continuous. In contrast, estimation based on Propositions 1 and 2 is less prone to such issues as it relies on a single propensity score model. Our IPW-based results are also more general than the regression approach of Flores and Flores-Lagunes (2009).

The latter does not require the estimation of conditional density of the mediator, but imposes a functional form restriction (their Assumption 3) on the expected potential outcomes across potential mediator states (for the treatment fixed) which we need not invoke here. Only if the

\footnote{Furthermore, Tchetgen Tchetgen and Shpitser (2011a) and Zheng and van der Laan (2012) (among others) provide doubly robust parametric estimators based on conditional mean estimation of the outcome and conditional density estimation of both the treatment and the mediator.}
mediator is exogenous conditional on post-treatment confounders which are themselves influenced by the treatment, we have to rely on a similar assumption, which is outlined further below.

As discussed before, it appears unlikely in most applications that conditioning on pre-treatment variables is sufficient to control for mediator endogeneity, given that the mediator is itself a post-treatment variable. Equivalent to the treatment evaluation literature, where potential confounders of the treatment are measured at or shortly before the treatment, potential confounders of the mediator should be controlled for just before the selection into the mediator takes place. Then, however, it appears likely that at least some of these covariates are also a function of the treatment, implying that they are themselves mediators that affect the mediator of interest. Therefore, Robins (2003) suspects that the set up relying on Assumptions 1 and 2 is of limited practical relevance. This most likely also applies to our application presented in Section 4 where we are interested in the effect of the Job Corps program on health. The mediator is employment and clearly, some potential confounders affecting both employability and health (such as the labor market state shortly prior to employment) are most likely a function of the treatment. Similar issues arguably arise in Flores and Flores-Lagunes (2009), who estimate the direct earnings effect of Job Corps that is not explained by differences in work experience induced by the program, e.g., due to locking-in effects (see for instance van Ours (2004)) during training participation. Even though the authors exclusively condition on pre-treatment covariates, it appears likely that the treatment changes motivation and search effort, which itself might affect both employment (and thus, work experience) and earnings.

Therefore, we also consider a framework in which \( D \) is permitted to have an effect on \( X \), see also Robins (2003) and Imai and Yamamoto (2011). In this case, mediation analysis becomes more complicated and requires us to introduce additional notation by rewriting the mediator and outcome also as a function of \( X \): \( M(d) = M(d, X(d)) \) and \( Y(d, M(d)) = Y(d, M(d, X(d)), X(d)) \), where \( X(d) \) is the vector of potential values of \( X \) for \( D = d \). Then, the total indirect effect is defined as

\[
\delta^i(d) = E[Y(d, M(1, X(1)), X(d)) - Y(d, M(0, X(0)), X(d))]. \tag{11}
\]
We refer to $\delta^I(d)$ as the total indirect effect because it comprises all effects via $M$ which either come from $D$ directly or “take a devious route” through $X$. I.e., this parameter accounts for the fact that $M$ is affected by $D$ both directly and indirectly through a change in $X$. In contrast, the partial indirect effect only identifies the effect through $M$ directly coming from $D$, but not going through $X$:

$$\delta^p(d) = E[Y(d, M(1, X(d)), X(d)) - Y(d, M(0, X(d)), X(d))].$$  \hspace{1cm} (12)

I.e., $\delta^p(d)$ is the ceteris paribus indirect effect via the mediator when holding $X$ constant at the level implied by $d$ such that any channel through the covariates is shut down. Note that this is what a linear regression framework identifies as “indirect effect” when regressing $Y$ on $(1, D, M, X)$ and multiplying the coefficient on $M$ with the first stage effect of $D$ on $M$. Obviously, this effect neglects any correlations between $M$ and $X$. We therefore argue that the total indirect effect is the more interesting parameter\footnote{Also Imai and Yamamoto (2011) focus on $\delta^I(d)$ as indirect effect and do not consider $\delta^p(d)$ at all.}, but nevertheless discuss the identification of both parameters. However, it will be shown further below that $\delta^p(d)$ is more easily identified than $\delta^I(d)$.

The direct effect is defined as

$$\theta(d) = E[Y(1, M(d, X(d)), X(d)) - Y(0, M(d, X(d)), X(d))],$$  \hspace{1cm} (13)

i.e., it corresponds to the change in the mean potential outcome due to an exogenous change in the treatment, while keeping the mediator and the covariates fixed. Note that this definition differs from Imai and Yamamoto (2011), who consider the difference between the ATE and the total indirect effect to be the “direct” effect: $E[Y(d, M(d, X(d)), X(d)) - Y(1 - d, M(d, X(d)), X(1 - d))]$. However, this includes changes in the mean potential outcome which are due to a change in $X$ which is not mediated by $M$. Here, we define the direct effect in a narrower sense that also excludes (inherently indirect) channels via $X$. For this reason, $\theta(d)$ and $\delta^I(d)$ or $\delta^p(d)$, respectively, do not add up to the ATE, as either $(E[Y(d, M(d, X(1)), X(1)) - Y(d, M(d, X(0)), X(0))])$ or
(E[Y(d, M(d, X(d))), X(1)] - Y(d, M(d, X(d))), X(0))] are not accounted for, respectively.

Figure 2: Causal paths with pre-treatment covariates (X₀) and post-treatment covariates (X₁)

The directed acyclic graph in Figure 2 displays a set up where the treatment affects the observed confounders of the mediator. To be specific, X is partitioned into X₀, the pre-treatment covariates, which are by randomization independent of D just as before, and X₁, which are a function of D and confound M. Identification requires that after conditioning on X₁, there are no unobserved confounders that jointly affect X₁ on the one hand and M and/or Y on the other hand. This is clearly more data demanding than the previous framework with the covariates not being a function of the treatment. A further identification issue arises from the fact that conditioning on post-treatment variables generally changes the distribution of pre-treatment variables across treatment states (which initially were balanced by randomization), which may confound the direct and indirect effects. For this reason, we also need to control for all pre-treatment covariates X₀ that are jointly related with the post-treatment confounders X₁ on the one hand and directly with the outcome or the mediator on the other hand in order to not break the randomization of D. We therefore replace Assumption 1 by Assumption 3:

Assumption 3 (random treatment assignment and conditional independence):

(a) \{Y(d'', m, x''), M(d', x), X₀, X₁(d)} ⊥ D for all d'', d', d ∈ \{0, 1\} and m, x, x' in the support of M, X,

(b) \{Y(d'', m, x''), M(d', x')\} ⊥ D | X = x for all d', d ∈ \{0, 1\} and m, x'', x', x in the support of
Assumption 3(a) relaxes the restriction that $D$ is independent of $X$ in Assumption 1 to independence of the pre-treatment covariates $X_0$ only, while for the post-treatment covariates $X_1$, independence is only required to hold w.r.t. their potential values. As a side remark, the notation of $X(d)$ in the definitions of the effects in (11), (12), and (13) is accurate even in the presence of pre-treatment covariates and the partition of $X$ into $X_0$ and $X_1$, because $X_0(d) = X_0$ under randomization. For this reason, ‘$X_0, X_1(d)$’ in Assumption (3a) could be replaced by ‘$X(d)$’ at the cost of not being explicit about the pre-treatment confounders. Assumption 3(b) is new and explicitly states that unconfoundedness of the treatment effects on the mediator and outcome must also hold when conditioning on $X$ (i.e., both pre- and post-treatment covariates). This was trivially satisfied under Assumption 1 even if there existed unobserved confounders of $X$ and $M$ or $Y$, because $X$ was independent of $D$.

As a further modification to our initial set up, we replace Assumption 2 by Assumption 4:

**Assumption 4 (conditional independence of the potential mediator state):**

(a) $Y(d'', m, X(d')) \perp M | D = d, X = x$ for all $d'', d', d \in \{0, 1\}$ and $m, x$ in the support of $M, X$,

(b) $\Pr(D = d | M = m, X = x) > 0$ for all $d \in \{0, 1\}$ and $m, x$ in the support of $M, X$.

Assumption 4(a) is equivalent to Assumption 2(a), but now accounts for our modified notation. The common support restriction 4(a) is exactly the same as before. When comparing our framework to other assumptions made in the literature, it turns out that Assumptions 3 and 4(a) are similar to FRCISTG (fully randomized causally interpretable structural tree graph) in Robins (2003) (see also Robins (1986)) and Assumption 2 in Imai and Yamamoto (2011), with two important differences. Firstly, here, the treatment is assumed to be randomly assigned, whereas Robins (2003) and Imai and Yamamoto (2011) consider the case of a conditionally independent treatment given observed pre-treatment characteristics. Secondly, Robins (2003) and Imai and
Yamamoto (2011) do not impose conditional independence of $Y(d', m, X(d'))$ and $M(d)$ for possibly distinct $d', d, d$ as required by our Assumption 4(a), which therefore also holds for potential outcomes and potential mediator states defined on opposite treatments. They merely assume that $Y(d, m, X(d))$ and $M(d)$ are conditionally independent, i.e., when all parameters are defined on the same treatment. Robins and Richardson (2010) present a DGP in their Appendix B where indeed FRCISTG holds while our stronger restrictions are not satisfied. However, Robins (2003) argues that it seems hard to construct realistic scenarios where one set of assumptions holds while the other one does not.

We now consider the identification of the direct and indirect effects based on our modified assumptions. The obtainment of $\theta(d)$ hinges on the identifiability of $E[Y(1 - d, M(d), X(d))]$, which we show below:

$$E[Y(1 - d, M(d), X(d))] = \int E[Y(1 - d, m, x)|M = m, X = x] dF_{M(d),X(d)}(m, x)$$

$$= \int E[Y(1 - d, m, x)|M = m, X = x] dF_{M,X|D=d}(m, x)$$

$$= \int E[Y|D = 1 - d, M = m, X = x] \cdot \frac{Pr(D = d|M, X)}{Pr(D = d)} dF_{M,X}(m, x)$$

$$= E \left[ E \left[ \frac{Y \cdot I\{D = 1 - d\}}{Pr(D = 1 - d|M, X)} | M = m, X = x \right] \cdot \frac{Pr(D = d|M, X)}{Pr(D = d)} \right] \cdot \frac{Pr(D = M, X)}{Pr(D = d)}.$$

The first equality follows from the law of iterated expectations and from replacing the outer expectation by an integral, the second one from Assumption 3, the third from Assumption 4(a) and Bayes’ theorem, the fourth from basic probability theory and from replacing integrals by expectations, and the last from the law of iterated expectations. From comparing (14) to (4) it becomes obvious that the identification result for the direct effect under Assumptions 3 and 4 is identical to that under Assumptions 1 and 2: $\theta(d) = E \left[ \frac{Y \cdot I\{D = 1 - d\}}{Pr(D = 1 - d)} \right] - E \left[ \frac{Y \cdot I\{D = 1 - d\}}{Pr(D = 1 - d|M, X)} \cdot \frac{Pr(D = d|M, X)}{Pr(D = d)} \right].$

This gives rise to Proposition 3:
**Proposition 3:**

Under Assumptions 3 and 4, the average direct effect is identified equivalently to Proposition 1:

\[
\theta(d) = E\left[ \left( \frac{Y \cdot D}{\Pr(D = 1|M, X)} - \frac{Y \cdot (1-D)}{1 - \Pr(D = 1|M, X)} \right) \cdot \frac{\Pr(D = d|M, X)}{\Pr(D = d)} \right].
\]  

(15)

We next consider the partial indirect effect (holding \(X\) fixed) which hinges on the identification of \(Y(d, M(1-d), X(d))\):

\[
E[Y(d, M(1-d, X(d)), X(d))] = \int \int E[Y(d, m, x)|M = m, X = x] dF_{M(1-d, x)|X=x}(m) dF_{X(d)}(x)
\]

\[
= \int \int E[Y(d, m, x)|M = m, X = x] dF_{M|D=1-d, X=x}(m) dF_{X|D=d}(x)
\]

\[
= \int \int E[Y|D = d, M = m, X = x] \cdot \frac{\Pr(D = 1-d|M, X)}{\Pr(D = 1-d)} dF_{M|X=x}(m) \frac{\Pr(D = 1-d|X)}{\Pr(D = d)} dF_{X}(x)
\]

\[
= E\left[ E\left[ \frac{Y \cdot I\{D = d\}}{\Pr(D = d|M, X)} \right| M = m, X = x \right] \cdot \frac{\Pr(D = 1-d|M, X)}{\Pr(D = 1-d)} \right| X = x \cdot \frac{\Pr(D = d|X)}{\Pr(D = d)}
\]

\[
= E\left[ \frac{Y \cdot I\{D = d\}}{\Pr(D = d|M, X)} \cdot \frac{\Pr(D = 1-d|M, X)}{\Pr(D = 1-d|X)} \cdot \frac{\Pr(D = d|X)}{\Pr(D = d)} \right].
\]  

(16)

The first equality follows from the law of iterated expectations and from replacing the outer expectations by integrals, the second one from Assumption 3, the third from Assumption 4(a) and Bayes’ theorem, the fourth from basic probability theory and from replacing integrals by expectations, and the last from the law of iterated expectations. Therefore, the partial indirect effect is identified as outlined in Proposition 4:

**Proposition 4:**

Under Assumptions 3 and 4, the average partial indirect effect is identified by

\[
\delta^p(d) = E\left[ \frac{Y \cdot I\{D = d\}}{\Pr(D = d)} - \frac{Y \cdot I\{D = d\}}{\Pr(D = d|M, X)} \cdot \frac{\Pr(D = 1-d|M, X)}{\Pr(D = 1-d|X)} \cdot \frac{\Pr(D = d|X)}{\Pr(D = d)} \right].
\]  

(17)

The identification of the total indirect effect requires the knowledge of \(E[Y(d, M(1-d, X(1-\ldots)\]
Unfortunately, this is not feasible without further assumptions, see the proof in Avin, Shpitser, and Pearl (2005). As discussed in Robins and Greenland (1992) and Robins (2003), identification would require us in a first step to exogenously set $D$ to $1 - d$ to observe $M(1 - d, X(1 - d)) = M(1 - d)$ and in a second step to exogenously set $D$ to $d$ and $M$ to $M(1 - d)$ in order to identify the distribution of $Y(d, M(1 - d, X(1 - d)), X(d))$. It is obviously impossible to do so because even in an experiment, we cannot manipulate the treatment state of any unit to be $d$ and $1 - d$ at the same time. Put differently, when randomly assigning units to $D = d$ and $D = 1 - d$, identification requires us to adjust the distribution of $M$ among the treated to that of the non-treated while at the same time keeping the distribution of $X$ fixed, which is impossible if $X$ and $M$ are associated.

However, Robins (2003) shows that the total indirect effect is identified under an additional restriction, namely the absence of interaction effects between $D$ and $M$. Formally, his assumption implies that the unit-level treatment effect (for any unit $i$) for the mediator fixed is constant across different values of the mediator:

$$Y_i(1, m, X_i(1)) - Y_i(0, m, X_i(0)) = Y_i(1, m', X_i(1)) - Y_i(0, m', X_i(0)) = B_i,$$

where $B_i$ is an unit-level constant. Unfortunately, this assumption appears unattractive in empirical applications (see for instance the discussion in Imai, Tingley, and Yamamoto (2012), Section 3.1) and restricts the usefulness of nonparametric identification advocated in recent work. However, Imai and Yamamoto (2011) demonstrate that the assumption of no interaction effect can be relaxed to assuming a homogenous interaction effect:

$$Y_i(1, m, X_i(1)) - Y_i(0, m, X_i(0)) = Y_i(1, m', X_i(1)) - Y_i(0, m', X_i(0)) = B_i + Cm,$$

where $C$ is constant for any $m$. I.e., the interaction between the treatment and the mediator varies homogenously for all observations.

Here, we propose an alternative (but still related) functional form restriction w.r.t. potential
mediator states across treatments that is comparable to that of Assumption 3 in Flores and Flores-Lagunes (2009) (who, however, use it in the set up where \( D \) does not affect \( X \)).

**Assumption 5 (functional form restriction w.r.t. potential mediators):**

For all \( m_d, x_d \) in the support of \( M(d), X(d) \), write \( E[Y(d, M(d), X(d))] = m_d, X(d) = x_d] = \mu_{d,x_d}(m_d) \), i.e., write the mean potential outcome for \( D = d \) as a function of \( m_d \). It is assumed that

(a) for all \( m_1-d, x_d \) in the support of \( M(1-d), X(d) \), it holds that

\[
\mu_{d,x_d}(m_1-d) = E[Y(d, M(1-d), X(1-d))] \mid M(1-d, X(1-d)) = m_1-d, X(d) = x_d],
\]

(b) \( \mu_{d,x_d}(m_1-d) = \mu_{d,x_d}(E(m_1-d)) \).

Assumption 5(a) states that one can predict \( E[Y(d, M(1-d), X(1-d))] \mid M(1-d, X(1-d)) = m_1-d, X(d) = x_d] \) for any \( m_1-d \) and \( x_d \) based on the regression function \( \mu_{d,x_d} \). This implies that the interaction effect between \( D \) and \( M \) is the same for \( M(1) \) and \( M(0) \). Even though \( M(1-d, X(1-d)) \) is not known for units with \( D = d \) (on which the identification of \( \mu_{d,x_d} \) is based upon), we exploit the fact that \( E[Y(d, M(1-d), X(1-d))] = E[Y(d, E[M(1-d, X(1-d))], X(d))] \) by Assumption 5(b) and that \( E[M(1-d, X(1-d))] \) is observed for \( D = 1-d \). It has to be stressed that Assumption 5 is not innocuous. Firstly, Assumption 5(a) requires us to have a correctly specified model for the prediction across mediator states. Secondly, Assumption 5(b) further restricts \( \mu \), essentially to be linear in \( M \) such that predicting based on \( E(m_1-d) \) is asymptotically equivalent to the use of \( m_1-d \). Given that these considerably stronger functional form assumptions are satisfied, \( E[Y(d, M(1-d, X(1-d)), X(d))] \), which is required for the total indirect effect, is obtained.
from the following result:

\[
E[Y(d, M(1 - d), X(1 - d)), X(d)] = E[Y(d, M(1 - d), X(1 - d)), X(d)] | D = d
\]

\[
= E[E[Y(d, M(1 - d), X(1 - d)), X(d)] | D = d, M = M(1 - d), X = x] | D = d
\]

\[
= E[\mu_{d,x}(M(1 - d), X(1 - d))] | D = d
\]

\[
= E[\mu_{d,x}(E[M(1 - d), X(1 - d)]) | D = d]
\]

\[
= E[\mu_{d,x}(E[M | D = 1 - d]) | D = d]
\]

\[
= E[\frac{\mu_{d,x}(E[M | D = 1 - d]) \cdot I\{D = d\}}{\Pr(D = d)}].
\] (18)

The first equality follows from Assumption 3, the second from the law of iterated expectations and Assumption 3, the third from Assumption 5(a), the fourth from Assumption 5(b), the fifth from Assumption 4(a), and the last from basic probability theory. It follows that the total indirect effect is identified by Proposition 5:

**Proposition 5:**

Under Assumptions 3, 4, and 5, the average total indirect effect is identified by

\[
\delta^t(d) = E\left[\frac{Y - \mu_{d,x}(E[M | D = 1 - d]) \cdot I\{D = d\}}{\Pr(D = d)}\right].
\] (19)

3 Simulations

This section presents a simulation study that provides some intuition for the identification results and the issues related to incorrectly imposing the wrong set of assumptions. For the ease of
exposition, we consider the following DGP based on linear equations:

\begin{align*}
Y &= 0.5D + \beta DM + X + \epsilon_1, \quad (20) \\
M &= 0.5D + 0.5X + \epsilon_2, \quad (21) \\
X &= \gamma D + \epsilon_3, \quad (22) \\
D &= I\{\epsilon_4 > 0\}, \quad (23)
\end{align*}

with $\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4 \sim N(0,1)$, independently of each other.

(20) is the outcome equation, in which $Y$ is a function of $D, M, X$ and an unobserved term $\epsilon_1$. $\beta$ gauges the interaction effect between $D$ and $M$ such that $\beta = 0$ satisfies the assumption of no interaction discussed in Robins (2003). By (21), the mediator is a function of $D, X$ and the unobservable $\epsilon_2$. The parameter $\gamma$ in (22) determines whether $X$ is caused by $D$ and which set of assumptions is valid. If $\gamma = 0$, Assumptions 1 and 2 are valid, otherwise identification has to be based on Assumptions 3 to 5, with $\mu_{d,x}$ simply corresponding to the prediction according to the linear outcome equation (20). By (23), the treatment is randomly assigned with a treatment probability of 0.5.

We now discuss the various effects and first consider $\gamma = 0$ such that Assumptions 1 and 2 hold. For $\beta = 0$, the average direct effect is homogenous and simply corresponds to the coefficient on $D$, i.e., $\theta(1) = \theta(0) = 0.5$, because there is no interaction between $D$ and $M$. Likewise, the average indirect effect is $\delta(1) = \delta(0) = E[M(1)] - E[M(0)] = 0.5$, because by (21), $E[M(1)] = 0.5$ (as $E[X(1)] = E[X(0)] = 0$ by (22) and $\gamma = 0$) and $E[M(0)] = 0$. The ATE is the sum of both effects and thus equal to one. In the simulations, we also consider $\beta = 0.5$. This implies that the direct effect for $D = 1$ is $\theta(1) = E[0.5 + M + \beta M + X + \epsilon_1 | M = M(1)] - E[M + X + \epsilon_1 | M = M(1)] = E[0.5 + \beta M | M = M(1)] = 0.5 + \beta E[M(1)]$. Note that 0.5 is the direct effect not accounting for the interaction with $M$, whereas $\beta E[M(1)] = 0.25$ gives the interaction effect. Therefore, $\theta(1) = 0.75$. Likewise, $\theta(0) = 0.5 + \beta E[M(0)] = 0.5$. Concerning the indirect effects, $\delta(1) = E[0.5D + M(1) + \beta DM(1) + X + \epsilon_1 | D = 1] - E[0.5D + M(0) + \beta DM(0) + X + \epsilon_1 | D = 1] = \ldots$
\[E[(1+\beta) \cdot (M(1)-M(0))] = 0.75,\] whereas \(\delta(0) = E[(M(1)-M(0))] = 0.5\). Again, \(\theta(d) + \delta(1-d)\) yields the ATE, which is now equal to 1.25.

Secondly, we set \(\gamma = 0.2\), such that Assumptions 1 and 2 are violated. This implies that \(E[X(1)] = 0.2\), while \(E[X(0)] = 0\). Therefore, the mean potential mediator states under treatment and non-treatment are, respectively, \(E[M(1)] = E[M(1,X(1))] = 0.5 + 0.5 \cdot 0.2 = 0.6\) and \(E[M(0)] = E[M(0,X(0))] = 0\). For \(\beta = 0\), the average direct effect is again constant: \(\theta(d) = E[0.5 + M + X + \epsilon_1|M = M(d),X = X(d)] - E[M + X + \epsilon_1|M = M(d,X(d)),X = X(d)] = 0.5 + E[M(d,X(d))] + E[X(d)] - E[M(d,X(d)) - E[X(d)] = 0.5\). The average total indirect effect is \(\delta^t(d) = E[M(1,X(1))] + E[X(d)] - E[M(0,X(0))]| - E[X(d)] = 0.6\). Note that the ATE is equal to 1.3, i.e., 0.2 higher than the sum of the total indirect effect and the direct effect, which corresponds to the change in the outcome due to the change in \(X\) which does not go through \(M\). Concerning the average partial indirect effect, \(E[M(1,X(0))] = 0.5 + 0.5 \cdot E[X(0)] = 0.5\) and \(E[M(0,X(1))] = 0.5 \cdot E[X(1)] = 0.1\). Therefore, \(\delta^p(1) = E[M(1,X(1))] + E[X(1)] - E[M(0,X(1))] - E[X(1)] = 0.6 - 0.1 = 0.5\), whereas \(\delta^p(0) = E[M(1,X(0))] + E[X(0)] - E[M(0,X(0))]| - E[X(0)] = 0.5 - 0 = 0.5\). Finally, we consider the case that \(\gamma = 0.2\) and \(\beta = 0.5\). Now, \(\theta(1) = 0.5 + \beta E[M(1,X(1))] = 0.8\) and \(\theta(0) = 0.5, \delta^t(1) = E[(1+\beta) \cdot (M(1,X(1)) - M(0,X(0)))] = 1.5 \cdot (0.6 - 0) = 0.9\), and \(\delta^t(0) = E[(M(1,X(1)) - M(0,X(0))) = 0.6\) and \(\delta^p(1) = 1.5 \cdot (E[M(1,X(1))] - E[M(0,X(1))] = 0.75, \delta^p(0) = E[M(1,X(0))] - E[M(0,X(0))] = 0.5\). Again, the sum of the direct effect and the total indirect effect is 0.2 lower than the ATE (1.4). Table 1 summarizes the direct and indirect effects for the various scenarios.

| Table 1: True direct and indirect effects for various scenarios |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Effect | \(\beta=0\) | \(\gamma=0\) | \(\beta=0.5\) | \(\gamma=0\) | \(\beta=0.5\) |
| \(\delta\) | \(\delta^t\) | \(\delta^p\) |
| \(\theta\) | \(0.5\) | \(0.5\) | \(0.5\) | \(0.5\) | \(0.5\) |
| \(\delta\) | \(0.5\) | \(0.5\) | \(0.5\) | \(0.5\) | \(0.5\) |
| \(\delta^t\) | \(0.6\) | \(0.6\) | \(0.9\) | \(0.6\) | \(0.6\) |
| \(\delta^p\) | \(0.75\) | \(0.5\) | \(0.75\) | \(0.5\) | \(0.75\) |
We run 5000 Monte Carlo simulations with 2000 observations and estimate the models by the sample analogs of either Propositions 1 and 2 (for $\gamma = 0$) or Propositions 3 to 5 (for $\gamma = 0.2$), respectively. For the estimation of the propensity score $\Pr(D = 1|M,X)$ a probit specification is used. In addition, we also consider OLS regression, which estimates the direct effect as the coefficient on $D$ in a regression of $Y$ on $(1,D,M,X)$. The indirect effect corresponds to the coefficient on $M$ in the latter regression multiplied with the coefficient on $D$ in a regression of $M$ on $(1,D,X)$.

Obviously, this approach omits interactions between $D$ and $M$, an issue often encountered in empirical work, see Section 4.1 of Imai, Keele, Tingley, and Yamamoto (2010) for a revision and discussion of the shortcomings of the standard linear framework. Finally, we also include a naive OLS estimator, where conditioning on $X$ in the aforementioned regressions is omitted. I.e., this approach is naive in the sense that it does not control for the confounder of the mediator.

Table 2: Bias, variance, and MSE of various estimators under Assumptions 1 and 2 ($\gamma = 0$)

<table>
<thead>
<tr>
<th>Est.</th>
<th>$\beta=0$</th>
<th>$\beta=0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D=1$</td>
<td>$D=0$</td>
</tr>
<tr>
<td>$\hat{\theta}_{IPW}$</td>
<td>0.000</td>
<td>0.003</td>
</tr>
<tr>
<td>$\hat{\theta}_{OLS}$</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>$\hat{\theta}_{naive}$</td>
<td>-0.199</td>
<td>0.004</td>
</tr>
<tr>
<td>$\hat{\delta}_{IPW}$</td>
<td>-0.002</td>
<td>0.008</td>
</tr>
<tr>
<td>$\hat{\delta}_{OLS}$</td>
<td>-0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>$\hat{\delta}_{naive}$</td>
<td>0.198</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Table 2 presents the bias, variance, and mean squared error (MSE) of the various estimators for $\gamma = 0$. We see that the IPW-based methods are close to being unbiased and that their MSEs are moderate in any scenario. For $\beta=0$, also the OLS estimators work well. Their MSEs are even somewhat lower than those of the IPW estimators due to their generally smaller variance related to tighter functional form restrictions. However, non-negligible biases arise for $\beta=0.5$, because the OLS estimators do not account for interactions between $D$ and $M$. The naive estimators are

---

For $\gamma = 0$, conditioning on $X$ is actually not required in the regression of $M$. As $D$ and $X$ are independent under Assumptions 1 and 2, (not) conditioning on $X$ does not matter in terms of identification, but may affect efficiency.
biased in any scenario, as they omit the confounder $X$. The results for $\gamma = 0.2$ are displayed in Table 3.

Concerning the direct effects, we observe a similar pattern of the estimators’ properties as before. Taking a look at the total indirect effect, it, however, becomes obvious that OLS is no longer consistent even if $\beta = 0$, because it does not account for correlations between $X$ and $M$. This highlights that under Assumptions 3 and 4, identification is not obtained by the standard OLS approach heavily used in the mediation literature if the interest lies in the total indirect effect. However, for $\beta = 0$, OLS still identifies the partial indirect effect, i.e., the ceteris paribus impact going through $M$ for $X$ fixed. For $\beta = 0.5$, OLS is no longer consistent, whereas the naive estimator is severely biased in any scenario.

Table 3: Bias, variance, and MSE of various estimators under Assumptions 3 to 5 ($\gamma = 0.2$)

<table>
<thead>
<tr>
<th>Est.</th>
<th>$\beta = 0$</th>
<th>$\beta = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D=1$</td>
<td>$D=0$</td>
</tr>
<tr>
<td>$\hat{\theta}_{IPW}$</td>
<td>-0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>$\hat{\theta}_{OLS}$</td>
<td>-0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>$\hat{\theta}_{naive}$</td>
<td>-0.041</td>
<td>0.004</td>
</tr>
<tr>
<td>$\hat{\delta}_{IPW}$</td>
<td>-0.001</td>
<td>0.003</td>
</tr>
<tr>
<td>$\hat{\delta}_{OLS}$</td>
<td>-0.101</td>
<td>0.002</td>
</tr>
<tr>
<td>$\hat{\delta}_{naive}$</td>
<td>0.239</td>
<td>0.005</td>
</tr>
<tr>
<td>$\hat{\delta}_{IPW}$</td>
<td>0.000</td>
<td>0.003</td>
</tr>
<tr>
<td>$\hat{\delta}_{OLS}$</td>
<td>-0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>$\hat{\delta}_{naive}$</td>
<td>0.339</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Finally, we investigate the properties of the IPW estimator of the indirect effect based on Proposition 2 which is valid for $\gamma = 0$, when in fact $\gamma = 0.2$. Table 4 reveals that by omitting the link between $D$ and $X$, $\hat{\delta}_{IPW}$ neither identifies the total, nor the partial indirect effect, no matter whether $\beta$ is zero or 0.5. The biases are substantial and comparable to the naive estimator (see Table 3). This suggests that invoking the wrong assumptions when controlling for mediator endogeneity may be equally harmful as ignoring the endogeneity problem altogether, urging researchers to carefully think about which set assumptions appears most plausible in their application at hand.
Table 4: Bias, variance, and MSE of various estimators under Assumptions 3 to 5 ($\gamma = 0.2$)

<table>
<thead>
<tr>
<th>Est.</th>
<th>$\beta=0$</th>
<th>$\beta=0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D=1$</td>
<td>$D=0$</td>
</tr>
<tr>
<td>$\hat{\delta}_{IPW}$ for $\delta^p$</td>
<td>bias</td>
<td>var</td>
</tr>
<tr>
<td>$\hat{\delta}_{IPW}$ for $\delta^t$</td>
<td>0.201</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>0.301</td>
<td>0.008</td>
</tr>
</tbody>
</table>

4 Application

We apply the estimators resulting from Propositions 1 to 5 to a welfare policy experiment with a binary treatment assignment ($D$) which was conducted in the mid-1990s to assess the publicly funded U.S. Job Corps program. The program, which is currently administered by more than 120 local Job Corps centers throughout the U.S., targets young individuals (aged 16-24 years) that have a legal residence in the U.S. and come from a low-income household. It provides participants with approximately 1200 hours of vocational training and education as well as with housing and board over an average duration of 8 months. Participants also receive health education as well as health and dental care. Schochet, Burghardt, and Glazerman (2001) and Schochet, Burghardt, and McConnell (2008) discuss in detail the experimental design and the main results, i.e., the ATEs on a broad range of outcomes. Their findings suggest that Job Corps increases educational attainment, reduces criminal activity, and increases employment and earnings (at least for some years after the program).

Flores and Flores-Lagunes (2009) appear to be the first to assess the causal mechanisms of the program and find a positive direct effect on earnings after controlling for the mediator work experience which they assume to be conditionally exogenous given pre-treatment variables. Alternatively, Flores and Flores-Lagunes (2010) suggest a partial identification approach that

---

7Note that the compliance with the treatment assignment was not perfect. According to Schochet, Burghardt, and McConnell (2008) only 73 % of eligible individuals actually enrolled at Job Corps centers. Here, we abstract from this issue and consider the assignment as treatment variable. Strictly speaking, we therefore consider (direct and indirect) “intention to treat” effects rather than treatment effects.

8In particular, Schochet, Burghardt, and Glazerman (2001) report that the randomization of the program was successful: Of 94 observed pre-treatment covariates, only 5 where statistically significantly different across treatment groups at the 5 % level, which is what one would expect by chance.

does not require to control for mediator endogeneity, at the cost of sacrificing point identification. They bound the indirect effects of Job Corps on employment and earnings which are mediated by the achievement of a GED, high school degree, or vocational degree as well as the direct effects.

In contrast to these studies which are concerned with labor market outcomes, we focus on the program's effects on general health. To be precise, we consider a binary health indicator \( Y \) evaluated 2.5 years after randomization, which is equal to one if self-assessed general health is stated to be very good and zero otherwise. In this context, employment appears to be an interesting mediator, as it is affected by Job Corps and may itself have an impact on health. In line with this idea, Huber, Lechner, and Wunsch (2011) find that entering employment increases self-assessed mental health when investigating a sample of German welfare recipients. Furthermore, several studies in medicine and social sciences conclude that there is a negative association between unemployment and health, see for instance the surveys by Jin, Shah, and Svoboda (1997), Björklund and Eriksson (1998), and Mathers and Schofield (1998). We therefore disentangle the total health effect into a direct and an indirect component that is due to a change in the likelihood to work. If there existed a positive total effect which, however, only operated through employment, this would imply that health care and health education were less decisive for general health than the human capital related interventions of Job Corps which affect employability. In this context, the analysis of causal mechanisms may help to assess the usefulness of different components of a program in place.

We define employment in the first half of the second year after randomization (i.e., half way between the treatment assignment and the measurement of the outcome) as our mediator of interest \( M \). I.e., \( M = 1 \) in case of any kind of employment and \( M = 0 \) otherwise. We argue that the covariates to be controlled for should include potential confounders that are measured shortly before the mediator, as they may change over time, in particular as a function of the treatment. In contrast to Flores and Flores-Lagunes (2009), we therefore do not exclusively rely on pre-treatment covariates, but also use variables that were measured in the year after treatment assignment, just before the assessment of the mediator. Nevertheless, we also condition on a rich
set of pre-treatment variables, not only to control for mediator endogeneity, but also to control for confounding of the treatment effect that may be induced by conditioning on post-treatment variables only, see the discussion of Assumption (3b) in Section 2.

The empirical literature, see for instance Mulatu and Schooler (2002) and Llena-Nozal, Lindeboom, and Portrait (2004) among many others, suggests that socio-economic factors such as education, age, and income are strongly correlated with health while they also determine an individual’s employment perspectives. As discussed in Huber, Lechner, and Wunsch (2011), similar arguments are likely to hold for the labor market history. E.g., previous jobs might have a positive or negative effect on health depending on an individual’s level of stress, willingness/reluctance to work, or physical strain. Furthermore, as acknowledged in Böckerman and Ilmakunnas (2009), it appears important to condition on initial (in our case: pre-mediator) health, which allows controlling for time-constant unobservable confounders. In the data, we do not only observe initial health, but also health behavior prior to the mediator period such as alcohol and drug abuse.

We analyze the direct and indirect effects of the program separately by gender, in order to account for potential effect heterogeneity. We restrict the initial data set (14,327 youths with completed baseline survey prior to the treatment assignment) to the 4,352 females and 5,673 males for which the post-treatment variables $M$ and $Y$ are observed in the follow-up survey after 2.5 years. Table 5 presents descriptive evidence that the selection into the mediator is indeed selective for females and males in our evaluation sample. Individuals entering employment 1 to 1.5 years after randomization are on average slightly older, (in the case of females) more educated, (in the case of males) less often arrested, more likely to be white, less likely to receive on public housing, transfer payments, and food stamps, and living in smaller households at assignment. Interestingly, the association with household income is non-monotonic, whereas the number of kids is (as expected) negatively associated with female employment and positively with male employment. Concerning the labor market history, we see a strong positive correlation between previous employment and the mediator and a negative association of the latter with being in a training activity in the year before the mediator assessment, pointing to locking-in
Table 5: Descriptives

<table>
<thead>
<tr>
<th>Variable</th>
<th>Females</th>
<th></th>
<th></th>
<th>Males</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M = 1</td>
<td>M = 0</td>
<td>diff</td>
<td>p-val</td>
<td>M = 1</td>
<td>M = 0</td>
</tr>
<tr>
<td>socio-economic factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>age at assignment</td>
<td>18.750</td>
<td>18.377</td>
<td>0.373</td>
<td>0.000</td>
<td>18.506</td>
<td>17.880</td>
</tr>
<tr>
<td>years of education at ass.</td>
<td>10.523</td>
<td>10.047</td>
<td>0.476</td>
<td>0.000</td>
<td>10.242</td>
<td>10.116</td>
</tr>
<tr>
<td>in school yr. before ass.</td>
<td>0.629</td>
<td>0.635</td>
<td>-0.006</td>
<td>0.662</td>
<td>0.644</td>
<td>0.696</td>
</tr>
<tr>
<td>number of kids after 1st yr</td>
<td>0.496</td>
<td>0.671</td>
<td>-0.175</td>
<td>0.000</td>
<td>0.129</td>
<td>0.092</td>
</tr>
<tr>
<td>ethnicity: black*</td>
<td>0.509</td>
<td>0.587</td>
<td>-0.078</td>
<td>0.000</td>
<td>0.415</td>
<td>0.529</td>
</tr>
<tr>
<td>ethnicity: white*</td>
<td>0.247</td>
<td>0.152</td>
<td>0.094</td>
<td>0.000</td>
<td>0.354</td>
<td>0.229</td>
</tr>
<tr>
<td>household size at ass.</td>
<td>4.503</td>
<td>4.825</td>
<td>-0.323</td>
<td>0.000</td>
<td>4.351</td>
<td>4.492</td>
</tr>
<tr>
<td>low household income in yr before ass.**</td>
<td>0.313</td>
<td>0.382</td>
<td>-0.069</td>
<td>0.000</td>
<td>0.227</td>
<td>0.288</td>
</tr>
<tr>
<td>high household income in yr before ass.**</td>
<td>0.329</td>
<td>0.393</td>
<td>-0.063</td>
<td>0.000</td>
<td>0.366</td>
<td>0.405</td>
</tr>
<tr>
<td>number of times in welfare before ass.</td>
<td>2.079</td>
<td>2.326</td>
<td>-0.247</td>
<td>0.000</td>
<td>1.915</td>
<td>2.134</td>
</tr>
<tr>
<td>food stamps in yr before ass.</td>
<td>0.506</td>
<td>0.593</td>
<td>-0.086</td>
<td>0.000</td>
<td>0.337</td>
<td>0.423</td>
</tr>
<tr>
<td>public assistance in yr before ass.</td>
<td>0.251</td>
<td>0.283</td>
<td>-0.032</td>
<td>0.020</td>
<td>0.240</td>
<td>0.262</td>
</tr>
<tr>
<td>in public housing 1 yr after ass.</td>
<td>0.164</td>
<td>0.231</td>
<td>-0.067</td>
<td>0.000</td>
<td>0.118</td>
<td>0.171</td>
</tr>
<tr>
<td>transfer payments in 1st yr after ass.</td>
<td>0.507</td>
<td>0.621</td>
<td>-0.114</td>
<td>0.000</td>
<td>0.276</td>
<td>0.376</td>
</tr>
<tr>
<td>ever arrested before ass.</td>
<td>0.160</td>
<td>0.172</td>
<td>-0.013</td>
<td>0.276</td>
<td>0.317</td>
<td>0.329</td>
</tr>
<tr>
<td>number of arrests in 1st yr after ass.</td>
<td>0.071</td>
<td>0.056</td>
<td>0.015</td>
<td>0.123</td>
<td>0.242</td>
<td>0.340</td>
</tr>
<tr>
<td>pre-mediator labor market state</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ever worked before ass.</td>
<td>0.132</td>
<td>0.183</td>
<td>-0.051</td>
<td>0.000</td>
<td>0.123</td>
<td>0.155</td>
</tr>
<tr>
<td>worked in yr before ass.</td>
<td>0.707</td>
<td>0.480</td>
<td>0.227</td>
<td>0.000</td>
<td>0.728</td>
<td>0.526</td>
</tr>
<tr>
<td>worked in 1st yr after ass.</td>
<td>0.812</td>
<td>0.389</td>
<td>0.423</td>
<td>0.000</td>
<td>0.828</td>
<td>0.424</td>
</tr>
<tr>
<td>worked in months 9-12 after ass.</td>
<td>0.720</td>
<td>0.200</td>
<td>0.520</td>
<td>0.000</td>
<td>0.743</td>
<td>0.225</td>
</tr>
<tr>
<td>worked fulltime in months 9-12</td>
<td>0.384</td>
<td>0.009</td>
<td>0.375</td>
<td>0.000</td>
<td>0.394</td>
<td>0.014</td>
</tr>
<tr>
<td>in training in yr. before ass.</td>
<td>0.017</td>
<td>0.017</td>
<td>-0.000</td>
<td>0.903</td>
<td>0.019</td>
<td>0.019</td>
</tr>
<tr>
<td>vocational training in months 9-12</td>
<td>0.208</td>
<td>0.257</td>
<td>-0.048</td>
<td>0.000</td>
<td>0.186</td>
<td>0.231</td>
</tr>
<tr>
<td>academic training in months 9-12</td>
<td>0.323</td>
<td>0.411</td>
<td>-0.089</td>
<td>0.000</td>
<td>0.317</td>
<td>0.430</td>
</tr>
<tr>
<td>pre-mediator health (behavior)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>health at ass. (1=very good, 4=bad)</td>
<td>1.721</td>
<td>1.762</td>
<td>-0.041</td>
<td>0.074</td>
<td>1.619</td>
<td>1.648</td>
</tr>
<tr>
<td>health after 1 year (1=very good, 4=bad)</td>
<td>1.847</td>
<td>1.868</td>
<td>-0.020</td>
<td>0.387</td>
<td>1.721</td>
<td>1.747</td>
</tr>
<tr>
<td>phys./emot. problems at ass.</td>
<td>0.157</td>
<td>0.140</td>
<td>0.017</td>
<td>0.115</td>
<td>0.126</td>
<td>0.114</td>
</tr>
<tr>
<td>alcohol abuse before ass.</td>
<td>0.555</td>
<td>0.460</td>
<td>0.094</td>
<td>0.000</td>
<td>0.654</td>
<td>0.553</td>
</tr>
<tr>
<td>alcohol abuse 1 yr after ass.</td>
<td>0.239</td>
<td>0.159</td>
<td>0.080</td>
<td>0.000</td>
<td>0.366</td>
<td>0.245</td>
</tr>
<tr>
<td>illegal drugs before ass.</td>
<td>0.004</td>
<td>0.004</td>
<td>0.000</td>
<td>0.998</td>
<td>0.005</td>
<td>0.006</td>
</tr>
<tr>
<td>illegal drugs 1 yr after ass.</td>
<td>0.010</td>
<td>0.008</td>
<td>0.002</td>
<td>0.413</td>
<td>0.020</td>
<td>0.013</td>
</tr>
</tbody>
</table>

Note: *: Baseline category is neither black, nor white. **: Baseline category is intermediate household income.

effects. In contrast, pre-mediator health is not strongly correlated with the mediator employment. Both the differences in general health (evaluated on a scale) and the incidence of physical or emotional problems (dummy variable) are insignificant. Maybe surprisingly, alcohol abuse is higher among the working than among the non-working, while differences in illegal drug use are mostly insignificant.

We control for all of these potential confounders in the estimation of the propensity score \( \Pr(D = 1|M, X) \) by a flexible probit specification (separately for females and males).\textsuperscript{10} We test the latter using the nonparametric specification test for propensity score models proposed by

\textsuperscript{10}The distributions of the propensity scores across treatment states and gender are provided in the appendix.
Shaikh, Simonsen, Vytlacil, and Yildiz (2009) which is based on kernel density estimation of the score along with an application of Bayes’ theorem. The p-values are 0.657 and 0.431 for the models used in the female and male samples, respectively, when choosing the bandwidth for kernel density estimation (using the Gaussian kernel) according to the Silverman (1986) rule of thumb. The non-rejection of the models is insensitive to using twice or half this bandwidth.

To estimate the direct and indirect effects, we use normalized versions of the sample analogs of the IPW-based identification results in Propositions 1 to 4 such that the weights of the observations in either treatment state add up to unity, as advocated in Imbens (2004) and Busso, DiNardo, and McCrary (2009b). E.g., the normalized estimators of the direct effects under treatment and non-treatment are given by

\[
\hat{\theta}(1) = \frac{\sum Y_i \cdot D_i - \sum Y_i \cdot (1 - D_i) \cdot \hat{p}(M_i, X_i) / (1 - \hat{p}(M_i, X_i))}{\sum D_i - \sum Y_i \cdot (1 - D_i) / (1 - \hat{p}(M_i, X_i))},
\]

\[
\hat{\theta}(0) = \frac{\sum Y_i \cdot D_i \cdot (1 - \hat{p}(M_i, X_i)) / \hat{p}(M_i, X_i) - \sum Y_i \cdot (1 - D_i)}{\sum D_i \cdot (1 - \hat{p}(M_i, X_i)) / \hat{p}(M_i, X_i)},
\]

where \(i\) is the index of the observations in the i.i.d. sample and \(\hat{p}(M_i, X_i)\) denotes the estimate of the propensity score \(\Pr(D = 1 | M, X)\). Our semiparametric IPW methods (into which the propensity scores enter parametrically) can be expressed as sequential GMM estimators where the propensity score estimation represents the first step and the effect estimation the second step, see Newey (1984). It follows from his results that our methods are \(\sqrt{n}\)-consistent under standard regularity conditions. Note that \(\sqrt{n}\)-consistency might be obtained even if a nonparametric estimator is used for the propensity score that satisfies particular regularity conditions, see Hirano, Imbens, and Ridder (2003) and Li, Racine, and Wooldridge (2009) for estimation based on series and kernel regression, respectively. Furthermore, IPW estimators are sufficiently smooth such
that the bootstrap is consistent for inference. We therefore estimate the standard errors by 1999 bootstrap draws. Concerning the estimation of the total indirect effects based on Proposition 5, \( \mu_{d,x_d}(m) \) is specified as a linear model that includes all covariates entering the propensity score and again, the bootstrap is used for inference.

Table 6: Effects on the incidence of very good general health after 2.5 years

<table>
<thead>
<tr>
<th>Effect</th>
<th>( \hat{\delta}(1) )</th>
<th>( \hat{\delta}(0) )</th>
<th>( \hat{\delta}_p(1) )</th>
<th>( \hat{\delta}_p(0) )</th>
<th>( \hat{\delta}(1) )</th>
<th>( \hat{\delta}(0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect</td>
<td>0.028</td>
<td>0.031</td>
<td>0.023</td>
<td>-0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>S.E.</td>
<td>0.014</td>
<td>0.018</td>
<td>0.015</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>p-value</td>
<td>0.045</td>
<td>0.078</td>
<td>0.123</td>
<td>0.737</td>
<td>0.783</td>
<td>0.891</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect</td>
<td>0.022</td>
<td>-0.003</td>
<td>0.003</td>
<td>-0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>S.E.</td>
<td>0.013</td>
<td>0.019</td>
<td>0.014</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>p-value</td>
<td>0.099</td>
<td>0.861</td>
<td>0.845</td>
<td>0.584</td>
<td>0.782</td>
<td>0.540</td>
</tr>
</tbody>
</table>

Note: Standard errors (S.E.) are estimated based on 1999 bootstrap draws.

Table 6 presents the estimated effects on females and males. The second column gives the ATE, i.e., the mean difference between treated and non-treated outcomes, along with the standard error (s.e.) and the p-value. Taking a look at the females, the estimate suggests that Job Corps increases the incidence of a very good general health state by 2.8 % points. The direct effect under treatment (column 3) is borderline significant and somewhat larger than that under non-treatment (column 4), which is, however, insignificant at the 10 % level. At least for the treated, the program appears to have a sizeable effect that is not mediated by employment. In contrast, all indirect effects are close to zero and insignificant under either set of assumptions, such that employment does not seem to mediate the effectiveness of the program in any important way. For the males, the ATE amounts to 2.2 % points and is borderline significant. In contrast to the females, however, we do not find any sizeable direct effects, which points to effect heterogeneity w.r.t. gender. An interesting picture arises when looking at the indirect effects. While the partial and total indirect effects based on Assumptions 3 to 5 are all zero, estimation based on Assumptions 1 and 2 leads to conflicting results. In fact, \( \hat{\delta}(1) \) and \( \hat{\delta}(0) \) are significantly positive (at the 1 and 10 % levels, respectively) and economically non-negligible. This again demonstrates

\[ \text{The mean outcome is 0.343 among the treated and 0.315 among the non-treated such that the ATE amounts to roughly 8 to 9 % of the mean outcomes.} \]

\[ \text{The mean outcomes are 0.432 under treatment and 0.410 under non-treatment.} \]
the importance of carefully considering the choice of the set of identifying assumptions.

To check the sensitivity of our results to potential attrition bias due to restricting our sample to individuals with observed post-treatment variables, we consider the response behavior in the follow-up period to be a function of the observed variables $D, X$. This corresponds to the missing at random assumption of Rubin (1976). The latter allows correcting for attrition bias by weighting observations in the estimation by $R/\Pr(R = 1|X, D)$ with $R$ being the binary response indicator, see for instance Wooldridge (2002, 2007). We estimate the response propensity $\Pr(R = 1|X, D)$ using a probit model and find that controlling for attrition substantially decreases the precision of the estimates, but does not overthrow our results. We therefore conclude that for our sample of disadvantaged youths in the U.S., the health effects mediated by employment appear to be negligible. In contrast, our estimates point to a considerable direct effect of the program on the subjective health state of females, at least among the treated.

5 Conclusion

This paper has demonstrated how to identify causal mechanisms (or direct and indirect effects) in randomized experiments with a binary treatment (mainly) based on inverse probability weighting (IPW) using the treatment propensity score. Identification relies on the assumption of conditional exogeneity of the mediator, i.e., of the intermediate variable of interest through which the indirect effect operates, given a set of observed covariates and the treatment. We have discussed two sets of assumptions: Mediator exogeneity (i) given covariates which are not influenced by the treatment (with the leading case being pre-treatment variables) and (ii) given covariates which are themselves a function of the treatment. It has been shown that direct effects can be straightforwardly identified in either case, whereas the identification of indirect effects becomes more cumbersome in the latter case, which, however, appears more realistic in empirical applications. The identification issues for either set of assumptions have been demonstrated in a sim-
ulation study. Finally, we have provided an application to the experimental evaluation study of the Job Corps program. As the results are partly sensitive to the choice of the set of conditional exogeneity assumptions, the importance of carefully considering the plausibility of the imposed identifying restrictions in the analysis of causal mechanisms cannot be overemphasized.

A Appendix: Propensity score distributions

Figure 3: Distribution of the propensity scores across treatment states and gender

Note: Kernel density estimation is based on the Gaussian kernel and the Silverman (1986) rule of thumb for bandwidth selection.
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