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Abstract

Aging of the population will affect the growth path of all countries. To assess the historical and future importance of this claim we use two popular approaches and evaluate their merits and disadvantages by confronting them to Swedish data. We first simulate an endogenous growth model with human capital linking demographic changes and income growth. Rising longevity increases the incentive to get education, which in turn has ever-lasting effects on growth through a human capital externality. Secondly, we consider a reduced-form statistical model based on the demographic dividend literature. Assuming that there is a common DGP guiding growth through the demographic transition, we use an estimate from post-war global data to backcast the Swedish historical GDP growth. Comparing the two approaches, encompassing tests show that each of them contains independent information on the Swedish growth path, suggesting that there is a benefit from combining them for long-term forecasting.
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Introduction

Population aging is an inescapable consequence of lower mortality and fertility. This process will affect all countries on earth, starting with the most developed ones. The consequences of aging for future income growth are of prime importance for the conduct of economic policy, but they are still largely unknown. To shed light on this issue we investigate whether demographically based models can be used to account for past income growth and to forecast future economic growth using population projections.

Although demographic variables depend on economic development, they are still to a large extent predetermined. This demographic inertia is exploited in demographic projections to yield forecasts that are substantially more reliable than any projection of economic variables. Therefore, using demographic projections as independent variables to forecast economic growth is a promising avenue.

There are two traditions to analyze the interaction between demographic trends and long-run growth prospects. The first one consists in building theoretical models to achieve a consistent view of the mechanisms that can drive the growth process, either qualitatively (Galor and Weil (2000), Lagerlöf (2003)) or quantitatively (Boucekkine, de la Croix, and Licandro (2003)). The second tradition has an agnostic view of the mechanisms actually in place; it analyzes the empirical relationships between demographic variables and growth in income per capita in recent data, and extrapolates growth rates on the basis of demographic projections (see Bloom and Williamson (1998)). Both approaches, however, share the idea that a decline in mortality may serve as a trigger for modern economic growth.

We believe that a good model for long-term forecasting should be able to shed light on the history of growth since the Malthusian stagnation to modern growth, through the industrial revolution and the demographic transition. We will therefore confront both approaches to Swedish long-term data. Looking at Sweden is particularly relevant, not only because the Swedish demographic transition is very typical, but also because excellent demographic data are available from the mid 18th century and onwards. Estimates of per capita GDP stretches back to the 18th century too.

In a first step, we use these long-term data to calibrate a demographically based growth model so as to reproduce the take-off process and the rise in growth rates from stagnation prior to the eighteenth century to 2% growth in the twentieth century. The main mechanisms at work are that rises in life expectancy increase the incentive to get education, which in turn has ever-lasting effects on growth through a human capital externality and there is a scale effect from active population on growth.

In the second step, we consider a demographically-based statistical growth model estimated on global post-war growth data to study whether it can account for the long-term growth process that can be observed in the Swedish data. The global model estimates show a drift in the most productive activity period with life expectancy. The peak productivity shifts from around 30 years of age when life expectancy is low to an age around 50 for actual life expectancies in developed and emerging economies. The model is then used to backcast Swedish economic growth back to 1750 making use of the long-term
demographic data that we have available. The backcast shows that the statistical model can account not only for recent changes in per capita income but also for the long-term process of Swedish economic development since the mid 19th century.

Both approaches are used to forecast income growth in Sweden over the period 2000-2050. Given this purpose, we treat demographic variables as exogenous throughout this paper. An assessment of the performance of a combination of the forecasts show that this leads to smaller expected forecast errors, one reason being that any model specific bias is corrected by the combination (Diebold and Lopez 1996).

Our conclusion is that the Swedish case provides a valuable test-ground that allows an evaluation of both theoretical and statistical approaches to demographically based models of long-term economic growth. Our analysis highlights that the correlation between mortality decline, age structure change and income growth is not just a statistical artifact in recent data. This relation also conforms with the theoretically expected effect of mortality change on human capital accumulation and productivity. Our results suggest that a universal and highly regular process connects demographic change and economic development. Provided this connection remains intact in the future reliable methods for long-term forecasts of GDP using demographic projections can be developed.

The paper is organized as follows. Section 1 presents the Swedish demographic transition from 1750 to 2050, which will serve as input in our two models. Section 2 details the theoretical model, its main theoretical implications, and its calibration to data. Section 3 describes the statistical model, its estimation on World data, and the robustness checks which have been carried on. Section 4 compares both simulated growth patterns with actual Swedish data and looks at the properties of the two models to forecast income growth beyond 2000. Section 5 concludes.

1 Long-term Trends in Sweden

Population

Already in 1749, Sweden established a public agency with a responsibility for producing population statistics. These statistics were based on population records kept by the parish priests of the Swedish Lutheran church. Thanks to this effort we have access to detailed data of high quality on how mortality and fertility changed as Sweden developed from a poor agricultural country in the 18th century into a rich, highly industrialized country in the 20th century (Hofsten and Lundström 1976).

Figures 1-3 presents how some key mortality indicators in Sweden have developed during the last 250 years. Figure 1 shows the probability of dying before age 10. Figure 2 gives expected remaining years of life for people that have reached 65 years of age. Figure 3 shows the probability for men of surviving to age 65, given that they survived to age 10. All the graphs are based on time series with annual data.

By 1850, childhood mortality had been improved considerably. Around 1750, 40 % of all children died before age 10. By 1850, this figure was down to about 25 %. This is
Figure 1: Mortality under 10

Figure 2: Life expectancy at age 65
still a high number, but the large decline had generated an acceleration in population growth.

After 1850 the age pattern of mortality improvements changed as adult survival began to improve quite significantly.

From 1870, a period of long-term, essentially uninterrupted improvement in survival for all age groups was initiated. Below-10 mortality fell from about 25% in 1870 to under 0.5% in 2000. Male survival from age 10 to age 65 increased from about 40% in 1850 to 87% in 2000. Life expectancy at age 65 increased from about 10 years in 1850 to almost 19 years in 2000.

Figure 4 summarizes the mortality changes by two measures: life expectancy at birth and remaining life expectancy at age 10. As can be seen in this graph, increases in adult life expectancy lag behind life expectancy at birth. When adult life expectancy slowly starts to increase around 1825, there has already been a quite substantial increase in life expectancy at birth. The time horizon of Figure 4 extends to 2100, also showing the assumptions on mortality and fertility we have used in the forecasts of the Swedish economy.

In addition, Figure 4 also shows changes in the Swedish total fertility rate after 1750. As can be readily seen from this graph, a clear downward trend in Swedish fertility did not materialize until the last quarter of the 19th century. That is, at a time when mortality had been declining for almost a century.

The long term trend in mortality and fertility has led to a total transformation of the Swedish age structure (Malmberg and Sommestad 2000). This is illustrated in Figure 5. Here the population has been divided into five twenty-years age brackets: 0-19, 20-39, 40-59, 60-79 and 80+. Declining mortality and fertility leads to a change in the age
structure from a population dominated by children and young adults to a population where all twenty-year age brackets except the oldest have about the same size.

The expansion of the 0-19 age group is concentrated to the 1820-1920 period; the young adult groups expands 1840-1940; the middle-aged population multiply fast between 1870 and 1970; whereas the expansion of the 60-79 groups is concentrated to the 20th century. The 80+ group, on the other hand, starts to expand rapidly only after 1970. Since it is well-known that the economic behavior of individuals undergoes profound changes from childhood, youth, early adult years, into middle age and during old age, these shifts in the age structure can be expected to have substantial economic effects (Lee 2003).

**Education**

Constructing long time-series for education is made difficult by the successive reforms of the Swedish educational systems. The solution chosen here is to take the current system as a starting point and to assign earlier educations to the categories in use today. Since the 1970s Swedish education is divided into three levels: extended primary education, upper secondary education, and tertiary education. Extended primary education comprises grade 1-9, that is, primary and lower secondary education. Upper secondary school includes both theoretical and vocational educations. For the post-1870 period, data on educational enrollment are available in the official Swedish statistics. Pre-1870 data are based on calculations made by Sjöstrand (1961) and Aquilonius and Fredriksson (1941). As can be seen in Figure 6, the expansion of Swedish education has been a four-step process. The first step was an expansion of primary and lower secondary education that took place from the mid-19th century to the early 20th century. The second step was the expansion of upper-secondary education. This expansion accelerated after the First World War and continued up to about 1980. The third step was the post-1940 expansion of extended primary education. Part of this expansion was due to an increase in the cohort-size following a baby-boom in the 1940s, but the extension of compulsory education from six to nine years was also an important factor. The fourth step has been
the expansion of tertiary education after 1950. This expansion was particularly fast in the 1960s and the 1990s.

In Table 1 we present data on the mean length of education per birth cohort. For cohorts born before 1930 these figures are obtained by adding the yearly, age-specific enrollment rates that result from dividing the number of enrolled per grade with the mean cohort size in the relevant age bracket. For cohorts born between 1930 and 1976, mean length of education is as observed in 2004 in Statistics Sweden (2005), Swedish Register of Education. The figures for cohorts born after 1976 are based on the assumption that growth in the observed mean length of education will continue until it reaches 13 years for the cohort born in 1980 and then remains constant.
Income

Historical estimates of GDP per capita in Sweden are available from several sources. Back to 1861 they all build on work done by Lindahl, Dahlgren, and Kock (1937) but lately these estimates have been extended backwards, e.g. Krantz (1997) brings the annual estimates back to 1800 and Edvinsson (2005) all the way back to 1720. Maddison (2003) also has published an estimate—which is based on previous estimates by Krantz. As is clear from Figure 7 the Maddison estimate differs considerably from those of the two Swedes. Maddison gets the level of real GDP per capita about 50 percent higher in 1820 than the other two estimates.

Figure 7: Historical log GDP per capita estimates in 1996 USD
Apart from the difference in levels that arise in the turbulent early 1900s the series do actually agree rather well on the growth process in the 19th century. Up to the 1820s we have stagnation in per capita income, then a slight rise in income after the Napoleonic wars is discernible, but at a very modest level averaging around half a percent a year. There is an increasing growth trend though and after 1850 average growth rates start to exceed the 1 percent level. After a crisis around the 1870s which also sparked off a very substantial emigration out of the country, mainly to the United States, this growth takeoff gains strength again to rise above the 2 percent level in the early 20th century. Apart from temporary setbacks connected to the World Wars and later oil crises the long-run averages have remained at those levels ever since.

From a level of around 1000 (in 1996 USD) a year in per capita income in the stagnant period (or close to 1500 according to Maddison) Swedish GDP per capita has today reached 25 000. Depending on which estimate we prefer regarding the initial level this is twenty or twenty five times the original subsistence level.

2 The Endogenous Growth Model

We first propose a theoretical model to achieve a consistent view of the link between demographic changes and income growth over the 250 years for which data are available. The transition from stagnation to growth has been the subject of intensive research in the growth literature in recent years. Galor and Weil (2000) propose a unified theory of economic growth in which the inherent Malthusian interaction between technology and population, accelerated the pace of technological progress through rising population density, and ultimately brought about an industrial demand for human capital. Human capital formation and thus further technological progress triggered a demographic transition, enabling economies to convert a larger share of the fruits of factor accumulation and technological progress into growth of income per capita.

Boucekkine, de la Croix, and Licandro (2002) argue that this picture should be completed to account for the specific effect of mortality on the incentive to accumulate human capital. They show in Boucekkine, de la Croix, and Licandro (2003) that the very first acceleration of growth can be related to early drops in adult mortality. In a recent paper, Boucekkine, de la Croix, and Peeters (2007) develop a quantitative theory that argues that the effect of population density of human capital formation prior to the Industrial Revolution was a major force in the process of industrialization. They provide foundations for the effect of population density on human capital formation in the transition from stagnation to growth. The increase in population density made the establishment of schools profitable, stimulating human capital formation (and thereby technological progress) and economic growth.

We use a model adapted from papers by de la Croix and Licandro (1999) and Boucekkine, de la Croix, and Licandro (2002). In this model, demographic variables are exogenous and influence income growth rates through human capital accumulation. Of course, demographic changes are not able to explain the whole pattern of development, and we
shall use the model to measure the changes we need in the other variables to reproduce convincingly the growth of Sweden over two hundred and fifty years.

2.1 The Model

**Demographic Structure.** Time is continuous and at each point in time there is a continuum of generations indexed by the date at which they were born. Each individual has an uncertain lifetime. The unconditional probability for an individual belonging to the cohort $t$ of reaching age $a \in [0, A(t)]$, is given by the survival law

$$m(a, t) = \frac{\alpha(t) - e^{\beta(t)a}}{\alpha(t) - 1},$$

with both functions $\alpha(t) > 1$ and $\beta(t) > 0$ being continuous. This two-parameter function is much more realistic than the usual one-parameter function used for example in Kalemli-Özcan, Ryder, and Weil (2000): like the actual survival laws, it is concave, reflecting the fact that the death probability increases with age. It also allows to define a maximum age $A(t)$ that an individual can reach as

$$A(t) = \frac{\log(\alpha(t))}{\beta(t)}.$$  

Assuming that the initial size of a newborn cohort is $N(t)$, its size at time $z > t$ is

$$N(t) m(z - t, t), \text{ for } z \in [t, t + A(t)].$$

(3)

The mortality processes $\alpha(t)$, $\beta(t)$ and the process for births $N(t)$ are considered as exogenous in the model in conformity with the purpose of forecasting, as noted in the Introduction. For given $(\alpha(t), \beta(t), N(t))$ we can easily compute life expectancy at all ages, and sizes of any population group. The unconditional life expectancy associated to (1) is

$$\Lambda(t) = \frac{\alpha(t) \log(\alpha(t))}{(\alpha(t) - 1)\beta(t)} - \frac{1}{\beta(t)}.$$  

(4)

An increase in life expectancy can arise either through a decrease in $\beta$ or an increase in $\alpha$. These two shifts do not lead to the same changes in the survival probabilities. When $\alpha$ increases, the improvement in life expectancy relies more on reducing death rates for young and middle-age agents. When $\beta$ decreases, the old agents benefit the most from the drop in death rates, which has an important effect on the maximum age.

The size of total population at time $t$ is given by

$$P(t) = \int_{t - A(t)}^{t} N(z) m(t - z, z)dz,$$  

(5)

where $A(t)$ is the age of the oldest cohort still alive at time $t$, i.e., $A(t) = A(t - A(t))$. The birth rate can be written as $N(t)/P(t)$. 
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Production Technology. There is a unique material good, the price of which is normalized to 1, that can be used for consumption. The production function is linear in the stock of human capital: \( Y(t) = H(t) \). Hence, firms employ the whole labor force to produce as long as the wage per unit of human capital is lower or equal to one. The equilibrium in the labor market thus implies that the wage per unit of human capital is constant through time and equal to one, i.e., \( w(t) = 1 \), for all \( t \). The normalization of human capital productivity to unity does not affect the equilibrium.

The Households’ Problem. An individual born at time \( t \), \( \forall t \geq 0 \), has the following expected utility:

\[
\int_t^{t+A(t)} c(t, z) \cdot m(z-t, t) \cdot e^{-\theta(z-t)} dz,
\]

where \( c(t, z) \) is consumption of generation \( t \) member at time \( z \). The pure time preference parameter is \( \theta \).

We assume the existence of complete annuity markets. This assumption is equivalent to one with no annuity markets, but with a redistribution of the wealth of the deaths to the persons of the same generation. The inter-temporal budget constraint of the agent born at \( t \) is:

\[
\int_t^{t+A(t)} c(t, z)R(t, z)dz = h(t) \int_t^{t+F(t)} R(t, z)dz.
\]

\( R(t, z) \) is the contingent price paid by a member of generation \( t \) to receive one unit of the physical good at time \( z \) in the case where he is still alive. By definition, \( R(t, t) = 1 \). The left-hand side is the actual cost of contingent life-cycle consumptions. The right-hand-side is the actual value of contingent earnings. The individual enters the labor market at age \( T(t) \) with human capital \( h(t) \), and earns a wage \( w(z) = 1 \) per unit of human capital. \( F(t) \) is the age until which individuals can work. It can be interpreted either as the age above which the worker is not able to work any longer, or as a mandatory retirement age.

Human capital accumulation depends on the time spent on education, \( T(t) \), and on the average human capital \( \bar{H}(t) \) of the society at birth, and on a technology parameter \( \mu \):

\[
h(t) = \frac{\mu}{\eta} \bar{H}(t)T(t)^\eta,
\]

The presence of \( \bar{H}(t) \) introduces the typical externality which positively relates the future quality of the agent to the cultural ambience of the society (through for instance the quality of the school). This formulation amounts to linking the externality to the output per capita, which is another way of reflecting the general quality of a society. The parameter \( \eta \in ]0, 1[ \) is the elasticity of income to years of schooling.

The problem of the representative individual of generation \( t \) is to select a consumption contingent plan and the duration of his education in order to maximize his expected utility subject to his inter-temporal budget constraint, and given the per capita human
capital and the sequence of contingent wages and contingent prices. The corresponding first order necessary conditions for a maximum are

\[ m(z - t, t) e^{-\theta(z-t)} - \lambda(t)R(t, z) = 0 \] (9)

\[ \eta T(t)^{n-1} \int_{t+T(t)}^{t+F(t)} R(t, z) dz - T(t)^n R(t, t + T(t)) = 0, \] (10)

where \( \lambda(t) \) is the Lagrangean multiplier associated to the inter-temporal budget constraint. Since \( R(t, t) = 1 \) and \( m(0, t) = 1 \), we obtain from equation (9) \( \lambda(t) = 1 \). Using this in (8), we may rewrite contingent prices as

\[ R(t, z) = m(z - t, t) e^{-\theta(z-t)}. \] (11)

Equation (11) reflects that, with linear utility, contingent prices are just equal to the discount factor in utility, which includes the survival probabilities.

The first order necessary condition for the schooling time is (10). The first term is the marginal gain of increasing the time spent at school and the second is the marginal cost, i.e., the loss in wage income if the entry on the job market is delayed.

From (10) and (11) the solution for \( T(t) \) should satisfy:

\[ T(t) m(T(t), t) e^{-\theta T(t)} = \eta \int_{T(t)}^{F(t)} m(a, t) e^{-\theta a} da, \] (12)

where the right hand side represents the discounted flow of wages per unit of human capital. Notice that optimal schooling does not depend on the efficiency of education \( \mu() \), because \( \mu() \) affects symmetrically opportunity costs and benefits, but aggregate human capital will depend on it.

**Aggregate Human Capital.** The productive aggregate stock of human capital is computed from the human capital of all generations currently at work:

\[ H(t) = \int_{t-\overline{T}(t)}^{t} e^{\eta(z)} m(t - z, z) h(z) dz, \] (13)

where \( t - \overline{T}(t) \) is the last generation that entered the job market at \( t \) and \( t - F(t) \) is the oldest generation still working at \( t \). Then, \( \overline{T}(t) = T(t - \overline{T}(t)) \), and \( F(t) = F(t - \overline{F}(t)) \).

Accordingly, the size of active population is:

\[ P^A(t) = \int_{t-F(t)}^{t-\overline{T}(t)} N(z) m(t - z, z) dz, \] (14)

The average human capital at the root of the externality (8) is obtained by dividing the aggregate human capital by the size of the population given in (5):

\[ \bar{H}(t) = \frac{H(t)}{P(t)}. \] (15)

The dynamics of human capital accumulation can be obtained by combining (8) with (13) and (15). To evaluate \( H(t) \), for \( t \geq 0 \), we need to know initial conditions for \( H(t) \), for \( t \in [-\overline{A}(0), 0] \).
2.2 Some Theoretical Results

In Boucekkine, de la Croix, and Licandro (2002) some interesting properties of the theoretical model have been derived. Let us provide the intuition for four of them.

**Property 1** A rise in life expectancy increases the optimal length of schooling.

A key property of the model is that a decrease in the death rates, or equivalently, an increase in life expectancy induces individuals to study more. This prediction is consistent with the joint observation of a large increase in both life expectancy and years of schooling during the last 150 years.

**Property 2** When demographic variables are constant through time, income grows at a constant rate.

There is thus a balanced growth path. The value of the long-run growth rate is a function of various factors, such as the efficiency of education $\mu$. Notice that the income of an individual does not grow over time; growth in the economy is linked to the appearance of new generations. Hence, the objective function of an individual is always finite.

**Property 3** A rise in life expectancy $\Lambda$ has a positive effect on economic growth for low levels of life expectancy and a negative effect on economic growth for high levels of life expectancy.

Intuitively, the total effect of an increase in life expectancy results from combining three factors: (a) agents die later on average, thus the depreciation rate of aggregate human capital decreases; (b) agents tend to study more because the expected flow of future wages has risen, and the human capital per capita increases; (c) the economy consists more of old agents who did their schooling a long time ago. The two first effects have a positive influence on the growth rate but the third effect has a negative influence. Notice that the two last effects are still effective even if there is a fixed retirement age (which does not change with life expectancy) or if we had assumed that human capital becomes fully depreciated after a given age. This is due to the fact that a rise in life expectancy reduces the probability of dying during the activity period.

**Property 4** There is a growth-maximizing fertility rate $N/P$.

The model generates an interior $N/P$-maximizer for the per capita growth rate. More precisely, the functional relation between these two variables is hump-shaped. This feature relies on the vintage nature of the economy. Indeed, when fertility is relatively low, the share of retired workers in the population is relatively high. Increasing fertility thus increases the active population and the growth rate. However, when fertility is very high, the students are the main group in the population. Lowering fertility would then increase the active population. In the two extreme cases, very low and very high fertility, the size of active population compared to total population is small which depresses growth. There is thus a level of fertility which maximizes the activity rate. To this rate there corresponds a growth-maximizing demographic growth rate.
2.3 Calibration

We calibrate the demographic processes of the model on the population data presented in Section 1. In order to focus on adult mortality, we disregard the huge swings affecting infant mortality in the 17th, 18th and early 19th centuries. Accordingly, we will consider that the birth date in our model corresponds to age 10 in the data. One decision variable is affected by this time shift, the schooling time, \( T(t) \). If the birth date is 10, one can legitimately argue that the true schooling time is not \( T(t) \), but \( T(t) + T_0 \), where \( T_0 \) is the time spent at school before 10. In our empirical assessment, we take into account this crucial aspect and replace \( T(t) \) with \( T(t) + T_0 \) in the model. More precisely, we set \( T_0 = 4 \), which means that the representative individual has already cumulated four years of education at birth.

To calibrate the model, the exogenous processes \( \alpha(t) \), \( \beta(t) \), and \( N(t) \) should be made explicit. We assume that all these processes follow a polynomial function of time. Polynomials of order 3 are sufficient to capture the main trends in the data. For the survival function processes \( \alpha(t) \) and \( \beta(t) \), the parameters of the polynomial are chosen by minimizing the distance between the model’s life expectancies at age 10 to 80 with their empirical counterparts. The implied survival laws for various years are reported in Figure 8.

The parameters of the process for \( N(t) \) are chosen so that the distance between the share of the age groups 10-15, 15-30, 30-50, 50-65, and 65+ in total total population \( P(t) \) and the observed levels is minimized.

For the risk free interest rate, we choose 3% per year, which sets \( \theta = 0.03 \).\(^1\) The effective

\(^1\)Robustness analysis shows that the value of \( \theta \), provided it remains small, does not influence the characteristics of our simulations.
retirement age $F(t)$ is set constant to 53 (that is age 63). This number is in accordance with the estimate of the effective retirement age by Blondal and Scarpetta (1997) on the recent past. Since we do not have more information on its historical value, we keep it constant through time.

A value for the elasticity of income to schooling could be drawn from the estimations of the wage equations (see the discussion in de la Croix and Doepke (2003)) which yield a value $\eta = 0.6$. This value, though, is correct only for the recent years; it is very likely that the return to education was lower in the past. We therefore use the model to compute an elasticity that is in line with the actual length of education reported in Section 1. This amounts to solve equation (12) for $\eta$ after having replaced $T(t)$ by the observations. Once we have computed a series for $\eta$, we smooth it by estimating a polynomial of order three in time, to eliminate the short/medium run variations we are not interested in. In Table 2 the evolution of $\eta$ is reported.

Table 2: Elasticity of income to schooling

<table>
<thead>
<tr>
<th>year</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1800</td>
<td>0.18</td>
</tr>
<tr>
<td>1850</td>
<td>0.22</td>
</tr>
<tr>
<td>1900</td>
<td>0.31</td>
</tr>
<tr>
<td>1950</td>
<td>0.41</td>
</tr>
<tr>
<td>2000</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Hence, the observed increase in educational attainment cannot be entirely explained by higher longevity; one also needs an increase in the return to schooling. If mortality decrease had been the only factor, assuming a constant $\eta = 0.5$, schooling would have increased by only 1.75 years, which represents 20% of the total increase of 9 years (from 4 to 13). The other 80% needs to be explained by other factors increasing the return to education, such as skill-biased technical progress, public funding of education etc.

Another parameter that is likely to have changed over two centuries is the parameter $\mu$ affecting the efficiency of education. Here we want to reflect the idea of “population-induced” technical progress as in Galor and Weil (2000), Lagerlöf (2003), and Boucekkine, de la Croix, and Peeters (2007). This assumption is meant to capture a positive effect in more dense populations of transmission of skills and knowledge, i.e. in regions with shorter geographical distance between people. To calibrate the the changes in this process, we follow Lagerlöf (2006) by assuming that population exerts a positive effect only in a certain range. We therefore calibrate a process of the form:

$$\max \left[ \mu_0, \mu_1 + \min[\mu_2 P_t^A, \mu_3] \right].$$

The parameters are chosen so that the distance between the growth of income per capita along the balanced growth path in 1760, 1835, 1865, 1895, 1925, 1955 and 1985 and the growth rate estimated by Maddison over the corresponding 30 year periods is minimized. The implied level of efficiency is plotted as a function of time in Figure 9. We observe
that the efficiency of education starts to rise around 1820 once population passes a given threshold; in the middle of the twentieth century, productivity stops increasing, and the scale effect does not play any role further.

2.4 Simulation results

We run our simulation assuming that the economy was on a balanced growth path prior to 1750. Then we use the method proposed by Boucekkine, Licandro, and Paul (1997) to solve models with differential-difference equations. The simulation covers the period 1750-2300. The simulation and projection results of income per capita are analyzed in depth in Section 4. We limit here the discussion to the results in terms of growth rates presented in Table 3.

Growth starts from very low levels in the eighteenth century, accelerates during the nineteenth century, reaches a maximum in 1963 with 2.293% and then declines. It does not revert to the pre-industrial level however, since permanent changes in the return to education and in productivity have occurred. In 2250, the model yields a growth rate similar to the one in the beginning of the twentieth century. This can be seen as the cost of aging.
Figure 10: Income per capita (logs): baseline and constant mortality scenario

Figure 11: Income per capita (logs): baseline and exogenous growth
Before moving to the demographic dividend model, we address two specific questions. a) What would have happened if longevity stayed at the 1750 level? b) Is the endogenous growth assumption crucial for our results?

To answer the first question, we run a counterfactual experiment by keeping the parameters $\alpha$ and $\beta$ at their 1750 level. This has several implications. First, incentives to invest in education are reduced, and the length of schooling will never go beyond 11 years (7+4) instead of 13 in the baseline simulation. Second, active population will be much lower, implying that the effect of scale on productivity is now smaller. Third, the age structure of the population is modified, with fewer old persons at all dates. The total effect of these factors is to depress income per capita compared to the baseline simulate after 1870. Figure 10 compares the baseline simulation with the counterfactual experiment. In 2000, GDP per capita would be 55% lower if mortality was at its 1750 level.

The role of endogenous growth can be understood by changing very slightly the specification of equation 8. Assume instead that human capital follows:

$$h(t) = \frac{\mu(t)}{\eta(t)\rho} H(t)\rho T(t)^{\eta(t)}$$  \hspace{1cm} (16)

With $0 < \rho < 1$, the externality is weaker, and, in the absence of exogenous technical progress, the long-run growth rate of the economy is zero. Figure 11 shows the resulting income per capita compared to the baseline if we set $\rho = .98$ without changing anything else. In the beginning it makes little difference, but as time passes, the improvements in mortality and in technology yield less persistent results. In 2000, GDP per capita is lower than the baseline by 28%. For the future, the fact that $\rho$ is below 1, even by a very small amount, matters a lot. The gap to the baseline is widening sharply after 2000 and income per capita with $\rho = .98$ will stop growing asymptotically (In 2300, the end of our simulation, it is still growing at 1% per year).

### 3 The Demographic Dividend Model

The above section has demonstrated that an endogenous growth model can be used to mimic the effect of observed shifts in mortality, fertility, and age structure on the Swedish long-term per capita income growth. This gives a strong theoretical underpinning to the proposition that demographic change is a key element in the economic development process. Endogenous growth models incorporating demographic elements are not, however, the only approach to assess the importance of demographic factors in the analysis of economic growth. A more direct approach has been to incorporate demographic measures such as life expectancy and measures of age structure in Barro-type, cross-country growth regression. In general, demographic variables have been shown to have strong and significant effects on per-capita income growth in these estimations. A relevant question, therefore, is if a dividend model would be able to account for long-term economic growth in countries that experienced the demographic transition already in the 19th and early 20th century?
One way to answer this question would be to estimate a time series regression on the long-term demographic and GDP data of a country with an early demographic transition. There are many problems to that approach however: structural breaks, persistence in both dependent and independent variables, and high collinearity among independent variables. It is therefore a risk that the demographic effects on income growth are drowned by such problems. Therefore, the approach taken here is, instead, to employ an empirical dividend model that has been estimated on modern, global, cross-country panel data to backcast Swedish per capita income growth back to 1750. The backcast can then be compared to the available empirical estimates of Swedish per capita GDP as well as to the simulated path of per capita income presented in the preceding section.

Such a backcast, using a model estimated on a different data set, does in fact represent an out-of-sample test of the stability of the original model. An evaluation of the backcasting-performance of the dividend model, therefore, will not only cast light on the possible importance of demographic factors in Swedish economic development. It also shows whether the information from currently developing countries is useful for describing historical experience. Furthermore, such historical stability would add credibility to long-term forecasts by increasing the likelihood of continued stability.

3.1 A Cross-Country Estimation

At least three arguments underscore the importance of age structure for per capita income. One is the savings argument. In countries with high child-dependency rates, savings rates will be low and this may lead to low productivity if domestic capital formation is constrained by savings. This argument was first put forward by Coale and Hoover (1958). Second, a high dependency rate implies a low worker per capita ratio and this should lead to a lower per capita income in a direct way by a pure accounting effect. Kelley and Schmidt (2005) summarize this argument and review much of the demographic dividend literature up to date. Third, as demonstrated by Lindh and Malmberg (1999) on OECD data age structure within the working-age population is also of importance.

The dividend model here uses levels of per capita GDP instead of growth rates as dependent variable and age shares instead of age group growth rates as explanatory variables. That is, a level regression is used instead of a first-difference estimation. An argument for using a level-specification is evidence showing co-integration between GDP and age structure in a OECD sample (¨Osterholm (2004)). This implies that standard least square estimates of coefficients are superconsistent. If the cointegration assumption does not hold a potential problem is that an estimation using non-stationary time-series can result in a spurious regression. However, in a panel context, this problem is substantially ameliorated (Phillips and Moon (1999)). More important, our intention is to use the regression results for out-of-sample backcasting. Failure to produce a successful backcast immediately expose any spurious regression problem.

Dividend models, typically, also includes life expectancy as one of the explanatory variables. First, increasing life-expectancy is likely to increase savings by increasing the
risk for survival into old age dependency. Second, higher life expectancy increases the expected return of education. The theory in the previous section has focused on this latter mechanism and left out physical capital. However, a capital externality with life-cycle saving would work in a rather similar way and we will not here attempt to identify these effects separately. From the theory we would expect that increases in the share of the active population are associated with higher income, and more so the higher levels life expectancy reaches, up to the point where the increase in life expectancy mainly increases the retired population. For a single time series changing life-expectancy is reflected directly in the age structure and we would not expect to be able to identify separate effects from increasing longevity and growing shares of elderly in the population. In the country panel with observations from different stages of the demographic transition the effects of different age shares on GDP will shift over time as increasing length of education and increasing longevity pushes the effective working ages upwards. By interacting age group shares with life-expectancy this expected gradual drift in age effects can be compensated and age effects are estimated as varying with life-expectancy.

3.2 Data and Specification of Model

The details of the cross-country estimation together with extensive regression diagnostics have been presented in Lindh and Malmberg (2004). The presentation here, therefore, will concentrate on the main features of the model.

Our economic data are taken from Penn World Table Version 6.1, Center for International Comparisons at the University of Pennsylvania (CICUP), October 2002. We use 111 countries which had coherent data for at least the period 1961-1996 using the variable RGDPCH (the chain indexed PPP-adjusted real GDP estimate) which is available for many countries since 1950. We deleted countries with shorter time series both because we wanted to maintain a reasonably balanced panel and because we know from time series estimation that too short time series are unreliable when estimating the correlations to age structure. Demographic variables, stretching from 1950 up to the end of the 1990s are from UN World Population Prospects (2000) from which we also have consistent projections up to 2050.

Our estimation model allows for a panel regression with the logarithm of per capita GDP, $y$, as dependent variable predicted by the independent demographic variables: the logarithms of age shares, $a$, and the logarithm of life expectancy at birth, $t$ being the time period, and including interaction terms between life expectancy, $e_0$, and age shares to catch the upward drift in the economically active period of the life cycle:

$$y_{it} = \alpha \log e_{0it} + \sum_{k=0}^{65+} (\beta_k + \gamma_k \log e_{0it})a_{kit} + \eta_i + \nu_t + \varepsilon_{it} \tag{17}$$

We allow for country-specific intercepts through $\eta_i$ and $\nu_t$ accounts for time-specific effects. A potential problem is that life expectancy is highly correlated with age structure,
especially the size of older groups, and more seriously with the interaction terms themselves. However, checking the correlation matrix it turns out that log life expectancy is more strongly correlated (about 0.8) with log GDP per capita than with any of the age share variables. Recursive estimation proves that the parameter estimates are robust and stable given that the time series dimension is long enough.

The demographic variables are lagged one step to ensure that they are pre-determined, but these variables are highly persistent so this does not make much difference. Endogeneity therefore may still be an issue for any structural interpretation of the coefficients but for the purpose of forecasting, or in this case backcasting, bias has to be traded for precision anyway. Using instrumental variables thus becomes less of a choice even if we had been able to find good instruments.

Without the interaction terms GDP per capita would be described by a Cobb-Douglas index of age shares and life expectancy to capture "technological change". This is thus essentially a standard production function specification where we use population shares as substitutes for production factor intensities and the interaction with life expectancy to catch cross effects with human and physical capital, or if you like knowledge capital. The logarithmic form ameliorates problems with heteroskedasticity and also makes it possible to include the whole distribution of age shares in the fixed effect estimation, since the exact linear dependence of the full set of age group shares is broken.

Based on previous work (Lindh and Malmberg (1999)) an aggregation of age groups to children 0-14, young adults 15-29, mature adults 30-49, middle aged 50-64, and old age 65+ is known to work well in growth equations for the OECD without running into collinearity problems. This corresponds roughly to the age intervals in which humans are first dependent on parents, second finding their place in adult life and forming a family, third raising their family, fourth preparing for retirement and fifth retiring. The limits for these functional groups are, of course, not exact. They vary both with time and culture, as well as the institutions that transmit and govern the economic effects of each age group. Nor do we expect effects to be uniform within the limits. This specification is thus a pragmatic approximation for estimating growth effects from the continuous age distribution. The age distribution in turn proxies for the actual functional changes in behavior and resources over the life cycle which are the real causes for the GDP effects.

3.3 Parameter Estimates of the Dividend Model

To simplify the out-of-sample tests below, we have only used data up to 1996 in the estimations reported in Table 4. The estimates show that life expectancy is positively correlated with per capita income. The estimates of interaction effects also indicate that the basic hypothesis is valid; life expectancy modifies the correlation with demographic age structure by shifting life phases. In Figure 12 we visualize this shifting pattern of age elasticities on income that is implied by the interaction model. The effect of young and mature adults decreases with life expectancy while the negative effects of dependents tend to decrease also. This shifts the hump of the life cycle pattern upwards and makes it flatter and less pronounced as life expectancy rise. This might indicate that increasing
Table 4: Estimates of Equation (17)

<table>
<thead>
<tr>
<th>( \alpha ), ( \beta_k ), ( \gamma_k )</th>
<th>( \log e_0 )</th>
<th>5.412</th>
<th>(2.38)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log a_{0-14} )</td>
<td>-5.45</td>
<td>1.062</td>
<td>(3.01)</td>
</tr>
<tr>
<td>( \log a_{15-29} )</td>
<td>3.704</td>
<td>-0.872</td>
<td>(2.25)</td>
</tr>
<tr>
<td>( \log a_{30-49} )</td>
<td>3.800</td>
<td>-0.831</td>
<td>(1.79)</td>
</tr>
<tr>
<td>( \log a_{50-64} )</td>
<td>0.251</td>
<td>0.017</td>
<td>(1.02)</td>
</tr>
<tr>
<td>( \log a_{65+} )</td>
<td>-7.597</td>
<td>1.873</td>
<td>(0.65)</td>
</tr>
</tbody>
</table>

\( \bar{R}^2 \) 0.964

Note: Model with fixed time and country effects. Bold face indicates that the estimates are significantly different from zero on the 5 percent level. Standard errors are adjusted for the unbalanced panel.

Length of education in low mortality populations reduces positive effects from young adults while increasing them for middle aged and even perhaps for the elderly. The latter conclusion is highly uncertain due to the collinearity issue between children and elderly although it is intriguing that we actually see a trend in that direction.

At low and medium levels of life expectancy the age effects on per capita income are dominated by the balance between children and young adults. Child-rich populations tend to be poor whereas countries with declining child dependency and an expanding young adult population enjoy rising per capita income. At higher levels of life expectancy it is instead a high share of middle age adults (30-49 and 50-64 years old) that ensure good economic prospects.

4 Long-term Growth in Sweden: an Evaluation

To generate a Swedish projection for the period 1751-2050 we use demographic data taken from the Human Mortality Database (Berkeley and Rostock). We have updated with the latest estimates (fall 2004) up to 2003 and projections up to 2050. Using the
coefficients of the interaction model in Table 4 columns 2 and 3 it is then trivial to make the projection. However, since mortality data and thus life expectancy is very volatile in the historical data we have used the same smoothed series that were used in the simulation part. The confidence intervals have been computed in the standard way only taking account of parameter uncertainty and assuming a normal distribution.

Figure 13 shows the projections both backwards and forwards with 95 percent prediction intervals and compared to two of the historical estimates presented in Section 2. The historical estimates and the simulated curve fall (barely) within the confidence intervals but the 19th century projection part underestimates growth in the second half of that century and misses part of the high growth take-off, whether that takes place in the 1860s, as indicated by Maddison, or in the 1890s, as Edvinsson shows. There is slightly less curvature in the simulation path compared both to the projection from the world sample and historical estimates and actual data, at least in the latter part of the period. Within the period 1870 to 1950 the projections of both models are very close to historical estimates data and quite well centered within the prediction bands. Since the simulation has been calibrated on the Maddison estimates it is not surprising to see that there is

---

2The projections in the graphs below were therefore adjusted to fit exactly to the Penn data at the endpoints of the interval, both forward and backwards by ratio linking in 1951 and 1998.

3We use two historical estimates to better grasp the uncertainty surrounding GDP per capita before World War II.
a good agreement to these. Also note that the forecast series and the simulation path agrees quite well on the future path of GDP per capita up till the second decade of the 21st century when the projection starts to indicate stagnation while the simulated GDP per capita due to its built-in endogenous growth continues to rise. Let us now look closer at the period 1820-1950.

**Figure 13: Comparisons over the period 1750-2050**

4.1 Comparisons over the period 1820-1950

In Figure 14 we have zoomed in on the period 1820-1950. The simulated GDP per capita is generally slightly higher than both the backcast and the historical estimates from the 1890s to the 1930s. The backcast level in turn is generally higher than the historical estimates in the period encompassing the World Wars and the Interwar period but on the whole it agrees with the Maddison estimates fairly well down to around 1870 but is higher than Edvinsson’s estimates before 1900. The relative deviations for different periods are shown in Table 5.

The order of the relative differences between the backcast and Maddison back to 1870 is actually about the same as the differences between the Edvinsson and Maddison estimates but increases somewhat as we go further back in time. In view of the immense changes in available technology that has taken place between the late 19th century and
the late 20th century one might have expected that the relation between income level and demographic structure in developing countries in Africa and Asia would look rather different than it did in Sweden 100 years earlier. But the relation seems to have been essentially the same at least back to the end of the 19th century. This strongly suggests that the economic development associated with the demographic transition is a universal process allowing us to treat global data as stemming from a common non-stationary DGP.

We do not have any final answer why the backcast underestimates rates of growth in the 19th century but the simulation model suggests that the demographic dividend model does not account for the booster effect of the size of the active population on the endogenous growth mechanism through human capital. In the forecast period the human capital externality also may be behind the simulation diverging upwards from the demographically based projection. On the other hand the simulation model does not directly account for negative child dependency effects, ignores infant mortality and predicts that an aging workforce will be less productive.

If the projection is the more relevant model we could therefore conjecture that the simulated path have missed some negative influences. The increase in fertility that Swedish population projections assume together with the rejuvenation of the workforce that will take place when the baby boomers from the 1940s retire are the main influences that slows down the growth rate in the projection model.
Table 5: Relative deviations from Maddison as benchmark

<table>
<thead>
<tr>
<th>Year Range</th>
<th>Edvinsson</th>
<th>Simulated series</th>
<th>Back projection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1820-1850</td>
<td>-0.261</td>
<td>0.044</td>
<td>0.426</td>
</tr>
<tr>
<td>1851-1870</td>
<td>-0.203</td>
<td>0.040</td>
<td>0.423</td>
</tr>
<tr>
<td>1871-1890</td>
<td>-0.174</td>
<td>-0.025</td>
<td>0.127</td>
</tr>
<tr>
<td>1891-1910</td>
<td>-0.114</td>
<td>0.015</td>
<td>-0.068</td>
</tr>
<tr>
<td>1911-1930</td>
<td>0.060</td>
<td>0.184</td>
<td>0.065</td>
</tr>
<tr>
<td>1931-1950</td>
<td>0.060</td>
<td>0.116</td>
<td>0.184</td>
</tr>
</tbody>
</table>

If decreasing returns to $\bar{H}$ are introduced in the simulation model, simulated GDP per capita turns downwards getting much closer to the econometric forecast. However, it turned out to be impossible to mimic the historic GDP per capita evolution at the same time. While this is no conclusive proof we interpret it as an indication that an externality in human capital that generates endogenous growth helps to explain the historic development.

### 4.2 Can Forecast and Simulation be Combined?

The discussion above suggests that the two models may incorporate different sets of demographic information useful for forecasting. Thus a combination of the forecasts may be useful. Since the seminal paper by Bates and Granger (1969) a vast literature on the combination of forecasts has been generated. This literature suggests that considerable reductions of forecast errors can be achieved by using weighted averages of forecasts rather than any particular forecast per se. The question of why that works has not yet been fully answered but, as pointed out by Diebold and Lopez (1996), all forecasting models are in practice misspecified simplifications of the actual DGPs that generate real data and there is therefore a potential benefit to be had by pooling different biases. A recent evaluation by Hendry and Clements (2001) discuss the potential explanations and confirm that if indeed the correct conditional expectation of a weakly stationary process is known then combination of forecasts is ineffective in reducing forecast errors.

Mis-specification, inefficient use of all available information or non-stationarities then appear as pre-conditions for achieving gains from combination. In practice all three of these sources for combination gains are abundant. More specifically in this case we use two very different approaches. The empirical information used to calibrate the simulation model overlaps only slightly in the second half of the 20th century with the global data used to estimate the econometric model and only for one country out of 111. And in fact the Maddison estimate of GDP per capita differs substantially from
that of PWT. By assumption the cross-country information on countries early in their development provides information also on the historical time series of Sweden. On the other hand we lack information on the mechanisms in the economy that generates this process, but some of this information has presumably been built into the simulation model. The crucial question is then whether the two models encompass each other? Or do they both contain independent information useful for predicting actual GDP per capita?

Armstrong (1989) in a succinct summary of the then available studies of forecast combination concludes that combination of forecasts seems to be most useful for long-range forecasting and also that combination seems to yield the most gain when the methods used are very different. The simulation and the projection forward predict very similar growth rates over the near future and also backwards. It is difficult to evaluate their performance in actual forecasting out-of-sample, especially since we would not expect them to track annual variation in GDP per capita.\(^4\)

As a first step we assume we can treat the series as weakly stationary and check whether the combination works. In Table 6 we report the results from regressions of the following form

\[
y_t = \alpha_0 + \beta_s \hat{y}_{t,s} + \beta_p \hat{y}_{t,p} + \epsilon_t \tag{18}\]

where the left hand side are GDP per capita measures while \(\hat{y}_{t,s}\) and \(\hat{y}_{t,p}\) denote the simulated series and the projected series, respectively. As dependent variable we use both the longer Edvinsson series that has not been used in either estimation or calibration and the shorter Maddison series that has been used in calibration but differs from the PWT data that were used for estimation. Since we are testing the general agreement the projection series used in the test has not been level shifted in 1950 and 1996 as in the graphs.

This equation generates unbiased combination forecasts as a by-product even if the individual forecasts are biased (see Granger and Ramanathan (1984)) and is often referred to as the simple linear combining method by e.g. Deutsch, Granger, and Teräsvirta (1994) if \(t\) is in the future while Diebold and Lopez consider the same equation as a test of whether the two forecasts encompasses each other or not. If the coefficient vector is \((0,1,0)\) the simulation would be said to encompass the projection model while if it is \((0,0,1)\) then the projection encompasses the simulation model. For any other values neither model encompasses the other and both forecasts contain useful information about the DGP in question. In our case, of course, neither of the projections are forecasts estimated from a given time series in the usual sense, nor are the historical time series

\(^4\)It is not quite clear what we would mean by an out-of-sample test in either of the two cases. Should data not used in the calibration of the simulation model constitute a test sample, and if so over what period would we need to evaluate a model designed to run over several centuries? The projection on the other hand has a clearly defined period of data that the equation is estimated on, but it is not clear what status we would give considerable deviations in one individual country within the close future. Since such deviations should occur we have little guidance for an out-of-sample test using only Swedish data.
Table 6: Encompassing tests for different models and series.

<table>
<thead>
<tr>
<th></th>
<th>Maddison</th>
<th>Edvinsson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_0$</td>
<td>$\beta_s$</td>
</tr>
<tr>
<td>OLS</td>
<td>-943.1</td>
<td>0.618</td>
</tr>
<tr>
<td></td>
<td>(215.9)</td>
<td>(0.234)</td>
</tr>
<tr>
<td>AR</td>
<td>-694.6</td>
<td>0.594</td>
</tr>
<tr>
<td></td>
<td>(836.4)</td>
<td>(0.129)</td>
</tr>
<tr>
<td>ARMA</td>
<td>-669.0</td>
<td>0.662</td>
</tr>
<tr>
<td></td>
<td>(678.6)</td>
<td>(0.159)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>OLS</th>
<th>AR1</th>
<th>ARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-1212.8</td>
<td>-1048.2</td>
<td>-1030.180</td>
</tr>
<tr>
<td></td>
<td>(226.6)</td>
<td>(519.8)</td>
<td>(434.757)</td>
</tr>
<tr>
<td></td>
<td>0.588</td>
<td>0.669</td>
<td>0.722</td>
</tr>
<tr>
<td></td>
<td>(0.228)</td>
<td>(0.115)</td>
<td>(0.142)</td>
</tr>
<tr>
<td></td>
<td>0.573</td>
<td>0.468</td>
<td>0.422</td>
</tr>
<tr>
<td></td>
<td>(0.235)</td>
<td>(0.125)</td>
<td>(0.154)</td>
</tr>
<tr>
<td></td>
<td>164.058</td>
<td>6.170</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.016)</td>
<td>(0.021)</td>
</tr>
<tr>
<td></td>
<td>1278.3</td>
<td>15.65</td>
<td>0.439</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.002)</td>
</tr>
<tr>
<td></td>
<td>0.987</td>
<td>0.999</td>
<td>16.299</td>
</tr>
<tr>
<td></td>
<td>0.062</td>
<td>1.151</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>1.918</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: In the OLS case the test is $\chi^2$ in the other models F-tests. The full length of the series has been utilized. Maddison’s series 1820-2001 and Edvinsson’s 1750-2000.

observed data in the usual sense. Nevertheless it is of interest to see whether the projections contain information that is helpful in predicting the available GDP estimates. Indeed we find that to be the case.

In Table 6 the upper half tests against the Maddison series, first using ordinary least squares (though the standard errors are corrected for heteroskedasticity and autocorrelation by the Newey-West method). Clearly the result indicates that both models contain information valuable for the prediction and that they are not encompassing. Using the much longer Edvinsson series as dependent variable yields approximately the same results. Correcting for serial correlation in the residuals both by AR and ARMA corrections does not change the basic impression of that.

In Table 7 we report the mean square relative errors using the full length of the comparison series. When the serial correlation is modeled we achieve unbiased forecasts that reduce the errors quite substantially. When comparing the OLS combination to the
Table 7: Mean square relative errors for forecasts and combined forecasts.

<table>
<thead>
<tr>
<th>Compared to Maddison</th>
<th>No of obs</th>
<th>Simulation</th>
<th>Projection</th>
<th>Comb OLS</th>
<th>Comb AR</th>
<th>Comb ARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>182</td>
<td>0.116</td>
<td>0.312</td>
<td>0.144</td>
<td>0.037</td>
<td>0.036</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compared to Edvinsson</th>
<th>No of obs</th>
<th>Simulation</th>
<th>Projection</th>
<th>Comb OLS</th>
<th>Comb AR</th>
<th>Comb ARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>249</td>
<td>0.194</td>
<td>0.657</td>
<td>0.169</td>
<td>0.041</td>
<td>0.042</td>
</tr>
</tbody>
</table>

simulation there is no reduction against the Maddison but against the Edvinsson series there is still a reduction notwithstanding that we know that the projection deviates strongly for more than a hundred years in the beginning of the series. It seems rather obvious that we could make the case for both the approaches being useful even stronger by restricting the tests to a period starting in the later half of the 19th century.

There may, however, be some stationarity problems apart from autocorrelation since all the series are rather obviously trended in a non-linear way. Then our tests here would not be valid since the parameter estimates in that case would not have a standard distribution. Diebold and Lopez recommend that in such cases one should instead use encompassing tests from a specification due to Fair and Shiller (1990). Instead of estimating equation (18) that directly compares the level series one can compare whether the changes in GDP per capita are predicted by the predicted changes.

\[
y_{t+k} - y_t = \alpha_0 + \beta_s (\hat{y}_{t+k,s} - y_t) + \beta_p (\hat{y}_{t+k,p} - y_t) + \varepsilon_t
\]  

(19)

Then the risks of spurious regression due to high persistence is removed by the differentation and the tests are reliable tests for whether both series actually provide information for the prediction.

For obvious reasons neither the simulation nor the projection contain much information for predicting business cycle noise. The simulation is a long-term model with no allowance whatsoever for business cycle movements. The projection also ignores business cycles by conditioning on slow-moving demographic variables. We, therefore, redo the encompassing tests successively increasing the horizon. As we let \(k\) increase the predictive information in the forecasted changes also increases. This is due to the business cycle errors starting to cancel out when the horizon grows.

In Table 8 we report a sample of results from different horizons using an autoregressive model. The tests for encompassing reject the hypothesis that any of the series encompass the other. The results are very consistent over this broad range of horizons (and in fact the combination coefficients are not too dissimilar for every choice of forecasting period). This holds irrespective of which of the historical estimates we have as dependent variable.
Table 8: Results from first-order autoregressive model of GDP per capita changes on forecasted changes. Only the coefficients for the simulated change and the projected change are reported.

<table>
<thead>
<tr>
<th>Horizon of forecast</th>
<th>2 years</th>
<th>5 years</th>
<th>10 years</th>
<th>20 years</th>
<th>40 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep: Maddison</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_s$</td>
<td>0.577</td>
<td>0.450</td>
<td>0.382</td>
<td>0.507</td>
<td>0.455</td>
</tr>
<tr>
<td>$\beta_p$</td>
<td>0.461</td>
<td>0.438</td>
<td>0.419</td>
<td>0.456</td>
<td>0.463</td>
</tr>
<tr>
<td>$F$-test (0, 1, 0)</td>
<td>0.011</td>
<td>0.004</td>
<td>0.002</td>
<td>0.017</td>
<td>0.020</td>
</tr>
<tr>
<td>$F$-test (0, 0, 1)</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.004</td>
</tr>
<tr>
<td>$\bar{R}^2$</td>
<td>0.787</td>
<td>0.944</td>
<td>0.979</td>
<td>0.994</td>
<td>0.998</td>
</tr>
</tbody>
</table>

| Dep: Edvinsson      |         |         |          |          |          |
| $\beta_s$           | 0.540   | 0.618   | 0.485    | 0.778    | 0.311    |
| $\beta_p$           | 0.344   | 0.391   | 0.357    | 0.369    | 0.377    |
| $F$-test (0, 1, 0)   | 0.004   | 0.017   | 0.003    | 0.007    | 0.000    |
| $F$-test (0, 0, 1)   | 0.000   | 0.000   | 0.000    | 0.000    | 0.000    |
| $\bar{R}^2$         | 0.794   | 0.946   | 0.980    | 0.994    | 0.998    |

Thus we conclude that a combination of the approaches really is useful and will reduce forecasting errors given some control for the serial correlation in the errors. Both models in fact contribute useful information for predicting the Swedish GDP per capita as far as we can judge from their ability to predict the historical estimates. As the weights in the linear combination are roughly not significantly different from each other in most cases a forecast somewhere in between the simulation path and the demographic projection should have a lower forecast error and be more likely than either of the paths suggested by the individual models.

5 Conclusion

In this paper we have presented new evidence supporting the idea that demographic change is a key determinant of long-term growth in per capita income. The analysis has used the case of Sweden as a kind of laboratory to test two different approaches, since this is a country for which high-quality demographic and economic data are available from 1750 and onwards. The first piece of evidence is a formal model showing how increasing population scale, the extension of effective working life, declining fertility and induced increases in education can account for the acceleration of Swedish per capita income growth rates after 1750. The second piece of evidence is an empirical model
based on the demographic dividend approach showing that shifts in mortality and age structure can account not only for the growth in per capita income across 111 countries during the last 40 years, but also for the long-term increase in Swedish per capita income from the early 19th century and onwards.

In our view these two approaches are complementary. The formal model has its base in the endogenous growth literature analyzing the role played by mortality decline, fertility change and induced human capital accumulation in the acceleration of economic growth rates. What we have shown here is that an endogenous growth model can reproduce the Swedish long-term per capita income growth as the result of observed shifts in mortality, fertility and education. This gives a firm theoretical underpinning to the proposition that demographic change and human capital responses are key elements in the economic development process.

The empirical model, instead is rooted in the "demographic dividend" literature that focuses on how declining dependency rates have boosted economic growth in countries that have experienced a decline in fertility during the post-war period. Here we have shown that a demographic dividend model estimated on modern data can be used to successfully track the long-term growth experience of a country that experienced the demographic transition much earlier than the developing countries of today. That a model estimated on modern data can be used to successfully backcast economic growth is evidence of a considerable stability in the empirical relationship between demographic structure and growth in per capita income.

The complementarities between the two approaches are further demonstrated by the encompassing analysis presented in section 4. According to the results from this analysis, both models contain useful information about the data generating process. This suggests that a forecast based on a combination of the two models can be expected to perform better than a forecast using just one of the two.

Thus, our analysis of the Swedish growth process has not only considerably strengthened the argument that the fundamental shifts in the human conditions that are associated with the demographic transition are fundamental also for the process of modern economic growth. This leads to a proposal for further research on long term economic forecasts to be based on a combination of formal modeling and more traditional econometric methods.
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