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Abstract

In this paper we investigate empirically the presence of internal habit formation in household food consumption using data from the Panel Study of Income Dynamics (PSID). Habit formation in preferences is specified in the multiplicative form. We assume classical measurement error in observed food consumption. We exploit the resulting structure of the Euler equation to develop a nonlinear generalized method of moments (GMM) estimator of all structural parameters of interest: time-discount factor, utility curvature parameter, habit formation parameter, and the variance of measurement error in consumption. The results support the existence of a habit in food consumption. The variance of measurement error is estimated to be about 25%. Not accounting for measurement error results in underestimation of the utility curvature parameter.
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1 Introduction

In this paper we investigate empirically the presence of internal habit formation in household food consumption using data from the Panel Study on Income Dynamics (PSID). We assume that habit formation takes the multiplicative or ratio form, and that observed consumption is measured with error (i.e., we assume classical measurement error). We exploit the resulting structure of the Euler equation to develop a nonlinear generalized method of moments (GMM) estimator of all the structural parameters of interest: time-discount factor, utility curvature parameter, habit formation parameter, and the variance of measurement errors in consumption.

Time nonseparabilities in preferences have been used to explain a wide variety of macroeconomic and financial phenomena. Constantinides (1991), Abel (1990), and Campbell and Cochrane (1999) sought to resolve the equity premium puzzle of Mehra and Prescott (1985) using time-nonseparable preferences in consumption. Kydland and Prescott (1982) explained the smoothness of wages relative to hours worked, and Barro and King (1984) rationalized the observed procyclicality of hours using nonseparabilities in leisure preference. In the context of a representative agent model, empirical evidence in favor of habit formation in consumption is supported by the studies of Ferson and Constantinides (1991), Heaton (1995), Fuhrer (2000), Chen and Ludvigson (2008), and Smith and Zhang (2007), among others.

However, the evidence for habit formation in micro data is inconclusive. Hayashi (1985) tests nonseparability in preferences over consumption of several commodity groups. He points to a high degree of durability in services and semidurables but does not find the presence of habit or durability in food consumption. Dynan (2000) investigates the presence of habit formation in food consumption and confirms the result of Hayashi (1985). Carrasco, Labeaga, and Lopez-Salido (2005) estimate a model with the direct translog utility function of Meghir and Weber (1996), allowing for fixed-effects heterogeneity in the growth rates of individual consumption. In contrast with the above studies, Carrasco, Labeaga, and Lopez-Salido find habit formation in food consumption and services. Browning and Collado (2007) find evidence of habit formation in several categories of consumption, including food outside the home. In general, comparisons between the above models are made difficult by the differences in specification of preferences as well as the data used in estimation.

The approach of this paper relates closely to the prominent work of Dynan (2000) in that both
papers (i) assume isoelastic preferences in consumption services, (ii) employ panel data from the PSID to estimate the parameters of interest, and (iii) account for measurement error in observed consumption. However, there are important differences between our approach and that of Dynan. Dynan considers a difference model of habit formation, a widely used specification of habit formation in the representative agent literature. However, because individual consumption data are more volatile than aggregate consumption data, this specification is less attractive for studying micro data. The difference specification imposes a nonnegativity constraint on the flow of consumption services that typically can be satisfied only for low values of the habit formation parameter. For example, if a household’s consumption increases threefold in a year, the habit formation parameter must be less than one third to satisfy this constraint. This difficulty suggests the need for an alternative specification that is less restricted by the volatility of consumption found in micro data but that still admits tests of the existence of habit formation. The multiplicative habit specification introduced by Abel (1990) is such an alternative, and it is the one we employ in this paper. The nonnegativity constraint on consumption services in the multiplicative model is satisfied for all values of consumption without restricting the habit formation parameter, while maintaining the interpretational ability of this model.

To estimate the model, Dynan (2000) employs a log-linear approximation of the Euler equation, followed by another approximation of consumption services suggested by Muellbauer (1988). This latter approximation takes the form $\Delta \ln(c_{it} - \alpha c_{it-1}) \approx \Delta \ln c_{it} - \alpha \Delta \ln c_{it-1}$, where the difference is taken over time. Again, this approximation is exact only for the case in which there is no habit ($\alpha = 0$) and appropriate only for low values of habit. Furthermore, this mean value approximation implies that the resulting mean value varies by household and is not a constant as required by the estimation strategy of Dynan (2000). This approximation, however, allows Dynan to account for measurement error in observed consumption without imposing parametric assumptions on the distribution of measurement error.

In contrast, the approach that we take in this paper avoids approximations by deriving the estimator from the exact representation of the Euler equation. We exploit the resulting structure
of the Euler equation with multiplicative habits to develop a nonlinear GMM estimator. In order to identify the time-discount factor, we impose a semiparametric assumption on the distribution of the measurement error as in Ventura (1994) and Alan, Attanasio, and Browning (2008).

Several issues are addressed in this paper. We test for the existence and the strength of habit formation in individual food consumption. The results, which are robust across different empirical specifications, support the existence of a strong habit in food consumption. The estimated strength of habit is similar to what is found using aggregate data, as in Fuhrer (2000) and Smith and Zhang (2007). Also, we test for the existence of measurement error in the food consumption data. In line with the existing body of literature that uses consumption data from the PSID, we find that measurement errors are substantial. Our results suggest that measurement errors account for approximately 25% of the variance of the observed log-consumption. Our results also show that ignoring measurement errors in consumption significantly biases the parameter estimates. Specifically, not accounting for measurement errors results in underestimation of the utility curvature parameter. Using the parameter estimates from our model, we compute the implied household- and time-specific Intertemporal Elasticity of Substitution (IES) and the Relative Risk Aversion (RRA). The sample mean of the IES is 0.11, which is consistent with earlier findings. We also find that the IES increases earlier in household life, peaks around age 40, and declines afterwards. The estimated mean of the coefficient of relative risk aversion is found about 8.6. The results suggest a saucer shaped pattern of the RRA over the life cycle.

The plan of the paper is as follows. Section 2 describes the model. Section 3 outlines the derivation of the estimator and discusses the incorporation of the measurement error. Section 4 describes the construction of the data sample. Section 5 discusses the empirical results and Section 6 examines the implications for the relative risk aversion and intertemporal elasticity of substitution. Section 7 concludes.

2 Theoretical Framework

Household $i$ chooses a sequence of consumption $\{c_{is}, s = t, \ldots, T\}$ to maximize its expected lifetime utility function, given by

$$
E_{\theta} \sum_{s=t}^{T} \beta^{s-t} \phi_{is} \frac{c_{is}^{1-\gamma} - 1}{1-\gamma},
$$

(2.1)
where the expectation is taken conditional on all information for household $i$ at time $t$, $\beta \in (0, 1)$ is the time-discount factor, and $\gamma$ utility curvature parameter; $\tilde{c}_{it}$ is consumption services in period $t$. Following Abel (1990) and subsequent body of the literature (Caroll, Overland, and Weil, 2000; Caroll, 2000; Smith and Zhang, 2007), consumption service is defined as the ratio between current consumption expenditures and past consumption expenditures geometrically weighted:

$$\tilde{c}_{it} = \frac{c_{it}}{c_{it-1}^\alpha}, \quad (2.2)$$

where $0 \leq \alpha \leq 1$ measures the strength of habits. Household-specific “taste shifter” $\phi_{it}$ are given by

$$\phi_{it} = \exp(\delta' w_{it} + \omega_{i}), \quad (2.3)$$

where $w_{it}$ is a vector of exogenous time-varying observed household characteristics and $\omega_i$ is a household fixed effect. We assume that household $i$ is not subject to liquidity constraints and has rational expectations. The first-order necessary condition for the household’s optimization problem is

$$E_{it}[\beta(1 + r_{i,t+1})MU_{i,t+1} - MU_{i,t}|Z_{it}] = 0, \quad (2.4)$$

where $r_{i,t+1}$ is the rate of return to savings available to household $i$ between periods $t$ and $t + 1$, $Z_{it}$ denotes the set of all information that is available to household $i$ at time $t$, and $MU_{i,t}$ represents household $i$’s marginal utility of consumption in period $t$:

$$MU_{i,t} = \frac{\phi_{it}}{c_{it}} \left( \frac{c_{it}}{c_{it-1}^\alpha} \right)^{1-\gamma} - \alpha\beta \frac{\phi_{it+1}}{c_{it}} \left( \frac{c_{it+1}}{c_{it}^\alpha} \right)^{1-\gamma}. \quad (2.5)$$

Hence we rewrite Equation (2.4) as the following moment condition:

$$E_{it} \left\{ \beta(1+r_{i,t+1}) \left( \frac{\phi_{it+1}}{c_{it}^\alpha} \left( \frac{c_{it+1}}{c_{it}^\alpha} \right)^{1-\gamma} - \alpha\beta \frac{\phi_{it+2}}{c_{it+1}^\alpha} \left( \frac{c_{it+2}}{c_{it+1}^\alpha} \right)^{1-\gamma} \right) - \frac{\phi_{it}}{c_{it}} \left( \frac{c_{it+1}}{c_{it}^\alpha} \right)^{1-\gamma} + \alpha\beta \frac{\phi_{it+1}}{c_{it}} \left( \frac{c_{it+1}}{c_{it}^\alpha} \right)^{1-\gamma} \right| Z_{it} \right\} = 0 \quad (2.6)$$

Similar to the difference models of habit formation with positive $\alpha$, current consumption services (Equation 2.2) are positively related to the current level of consumption and negatively related to levels of past consumption. In the multiplicative model this condition is not enough for habit formation to exist. While many studies that consider multiplicative internal habit formation models do not impose restrictions on $\gamma$ (other than being nonnegative, as in Carroll, 2000, and Smith
and Zhang, 2007), for the multiplicative model to exhibit the habit formation property, $\gamma$ has to be greater than 1. As long as both $\alpha > 0$ and $\gamma > 1$, the household’s marginal utility of consumption in period $t$ is an increasing function of consumption in period $t - 1$ and there is a complementarity effect of consumption over time (see, e.g., Heaton, 1995, and Kocherlakota, 1996). Alonso-Carrera, Caballe, and Raurich (2005) and Hiraguchi (2008) also note that $0 < \alpha < 1$ and $\gamma > 1$ must be imposed for an interior solution to exist. These arguments must be taken into consideration when we proceed with the testing of the model of multiplicative internal habit formation.

3 The Estimator

In order to derive an exact nonlinear GMM estimator of the parameter vector of interest from Equation (2.6), key issues need to be addressed: nonstationarity of consumption and measurement errors in consumption. We discuss these issues in turn.

3.1 Consumption growth

The estimator derived in this paper implements panel data from the PSID, where the number of households $N$ is large relative to the number of time periods $T$. The asymptotic properties of the estimator are derived assuming that $N$ goes to infinity and $T$ is fixed. We assume that the (time) vector of household observations is drawn independently from a common distribution. This is in contrast to the implementation of time series data, where the typical sufficient condition is that of stationarity of the variables. However, the resulting estimator may be subject to small sample instability problems in the panel data context if the data are not stationary. We therefore follow the literature and transform the moment equation (Equation 2.6) into one that is expressed in terms of the growth rates of consumption. Let $C_{it} = (c_{it-1}, c_{it}, c_{it+1}, r_{it+1}), g_{it} = c_{it}/c_{it-1}$, and $\phi_{it} = \phi_{it}/\phi_{it-1}$. Then Equation (2.6) can be written as

$$E_{C_{it}|Z_{it}} \left\{ \beta (1 + r_{it+1}) \frac{\phi_{it+1}}{\phi_{it+1}} \left( \frac{\hat{u}_{it+1}}{\hat{u}_{it}} \right)^{1-\gamma} \left( \frac{1 - \alpha \beta \phi_{it+2}}{1 - \alpha \beta \phi_{it+1}} \left( \frac{\hat{u}_{it+2}}{\hat{u}_{it+1}} \right)^{1-\gamma} \right) - \left( 1 - \alpha \beta \phi_{it+1} \left( \frac{\hat{u}_{it+1}}{\hat{u}_{it}} \right)^{1-\gamma} \right) \right\} = 0. \quad (3.1)$$

Another advantage of converting Equation (2.6) in terms of growth in consumption is that the unobserved household fixed effects $\omega_i$ are eliminated, giving $\phi_{it} = \exp(\theta' \Delta w_{it})$. 6
3.2 Measurement error

Given a set of appropriate instruments and the absence of measurement errors, nonlinear GMM estimation based on the moment condition (Equation 3.1) can deliver consistent estimates of the parameters of interest: $\alpha$, $\beta$, $\gamma$, and $\delta'$. However, the estimation of nonlinear rational expectation models with or without habit formation using micro data is complicated by the existence of measurement errors in consumption, which, if ignored, will likely result in biased and inconsistent estimation of the key parameters of interest.

Estimates for measurement errors in food consumption data reported in the PSID vary considerably in the literature. Runkle’s (1991) panel data estimation of the linearized consumption Euler equation suggests that measurement errors are responsible for up to 76% of the variance of the consumption growth rate that is not explained by family-specific real interest rates. In a model setting similar to Runkle, Lahiri (1993) finds that measurement errors constitute nearly 23% of the measured consumption. Alan and Browning (2003) estimate it in the range 4% to 28%, and Alan, Attanasio, and Browning (2008) report an estimate of the variance of measurement errors that corresponds to 62% of the variation in consumption growth being noise.

Log-linearization of the Euler equation has the advantage of remaining tractable when accounting for measurement errors in consumption in both time-separable and nonseparable models. However, as discussed in Carroll (2001), a log-linear approximation can result in severe bias of the parameter estimates. The linear approximation used in the difference models of Muellbauer (1988) and Dynan (2000) (i.e., $\Delta \ln [c_{it} - \alpha c_{it-1}] \approx \Delta \ln c_{it} - \alpha \Delta \ln c_{it-1}$, where the difference is taken over time) can be argued to take us far from the original specification, and thus the resulting estimates are likely to be biased.

Nonlinear GMM estimators of the Euler equation provide an alternative to log-linearization, but without additional distributional assumptions the problem of measurement errors remains difficult to account for. Significant progress has been made in accounting for classical measurement error in time-separable models. Ventura (1994) assumes that measurement errors are serially independent and lognormally distributed, while Hong and Tamer (2003) make the assumption that the marginal distributions of the measurement errors are Laplace with zero mean and unknown variance and
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Footnote: Log-linearization of the Euler equation allows Dynan (2000) to account for measurement errors in consumption expenditures without additional parameterization while testing for nonseparabilities in individual current and past consumption.
independent over each other. After re-parametrization, the approaches in Ventura (1994) and Hong and Tamer (2003) (applied to the time-separable Euler equation) yield similar moment conditions for the estimation of the utility curvature parameter subject to a proper set of instruments. However, the time-discount factor remains unidentified. Alan, Attanasio, and Browning (2008) suggest two exact GMM estimators: One assumes a lognormal distribution for the measurement errors, and the other relaxes this assumption. The advantage of the lognormal assumption is that it allows for point identification of the time-discount factor together with the risk aversion parameter.

Nonseparabilities in preferences bring another layer of difficulty into nonlinear estimation in the presence of classical measurement error. Due to the increasing complexity of the moment conditions with habit formation, measurement errors cannot be easily separated from the observed consumption. Thus, to our knowledge, there are no studies that apply nonlinear estimators to test for nonseparabilities in individual consumption.\footnote{Chen and Ludvigson (2006), Fuhrer (2000), and Smith and Zhang (2007) undertake the empirical estimation of the consumption model with habit formation using nonlinear exact estimation. But the authors deal with aggregate consumption data. Hence the measurement error issue is not a significant concern.}

Following studies that deal with the exact estimation of Euler equations, we assume that true consumption \( c^*_{it} \) is measured with a multiplicative error \( \eta_{it} \), so that observed consumption is given by \( c_{it} = c^*_{it} \eta_{it} \), where \( \eta_{it} > 0 \). We further make the following distributional assumptions:

**Assumption 3.1.** Measurement errors in consumption are log-normally distributed conditional on unobserved individually specific random effects:

\[
\ln \eta_{it} | \mu_i \sim N(\mu_i, \sigma^2), \tag{3.2}
\]

where, given \( \mu_i \), the \( \eta_{it} \)s are

1. independent from prediction errors in the optimization problem faced by the household;
2. independent from the consumption for all \( t \);
3. independent from each other over time; and
4. independent from the interest rate and income stochastic processes.

The parametric specification of the distribution of measurement errors can be relaxed at the cost of not being able to identify the time-discount factor. Parts 1, 2, and 4 of Assumption 3.1 are
standard for the classical errors-in-variables model. Part 3 of Assumption 3.1 imposes independence over time of the measurement errors, given an unobserved individual specific effect $\mu_t$. The individual specific effect results in positive correlation in measurement error over time. This is a generalization of the (standard) classical measurement errors specification.

Let $C^*_t$ be the counterpart of the vector $C_t$ where true consumption is replaced by observed consumption, and let $Z_t = (\eta_{it-1}, \eta_{it}, \eta_{it+1}, \eta_{it+2})$ be the corresponding vector of measurement errors. Define also $g^*_t = \frac{c^*_t}{c^*_{it-1}}$ and $v_t = \eta_{it}/\eta_{it-1}$ so that $g^*_t = g_t v_t$. In order to obtain an expression in terms of the observed consumption, we consider Equation (3.1) piece by piece and substitute in the identity for observed consumption in terms of true consumption and measurement error as stated above. We start with the first term.

\[
E_{C_t \mid Z_t} \left[ \beta (1 + r_{it+1}) \frac{\eta_{it+1}}{\eta_{it+1}} \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right] = \\
E_{C_t \mid Z_t} \left[ \beta (1 + r_{it+1}) \frac{\eta_{it+1}}{\eta_{it+1}} \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \frac{1}{v_{it+1}} \left( \frac{v_{it+1}}{v_{it+1}} \right)^{1-\gamma} \right] = \\
E_{C_t \mid Z_t} \left[ \beta (1 + r_{it+1}) \frac{\eta_{it+1}}{\eta_{it+1}} \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right] = \\
E_{C_t \mid Z_t} \left[ \beta (1 + r_{it+1}) \frac{\eta_{it+1}}{\eta_{it+1}} \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} A_1 \right],
\]

where

\[
A_1 = \exp \{ \sigma^2 (\alpha^2 (1-\gamma)^2 + \gamma^2 - \alpha \gamma (1-\gamma)) \}.
\]

Hence

\[
E_{C_t \mid Z_t} \left[ \beta (1 + r_{it+1}) \frac{\eta_{it+1}}{\eta_{it+1}} \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right] = E_{C_t \mid Z_t} \left[ \beta A_1^{-1} (1 + r_{it+1}) \frac{\eta_{it+1}}{\eta_{it+1}} \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right].
\]

The second and the third terms are transformed in the same way to get

\[
E_{C_t \mid Z_t} \left[ \alpha \beta \eta_{it+1} \left( \frac{s_{it+1}}{s_{it+1}} \right) \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right] = \\
E_{C_t \mid Z_t} \left[ \alpha \beta \eta_{it+1} \left( \frac{s_{it+1}}{s_{it+1}} \right) \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right] = \\
E_{C_t \mid Z_t} \left[ \alpha \beta \eta_{it+1} \left( \frac{s_{it+1}}{s_{it+1}} \right) \left( \frac{s_{it+1}}{s_{it+1}} \right)^{1-\gamma} \right].
\]
where

\[ \mathcal{A}_2 = \exp\{\sigma^2(\alpha^2(1-\gamma)^2 + \gamma^2 + (1-\gamma)(1+\alpha))\}, \]

\[ \mathcal{A}_3 = \exp\{\sigma^2((1+\alpha+\alpha^2)(1-\gamma)^2)\}. \]

The moment condition (Equation 3.1) with (unobserved) true consumption is therefore transformed to a moment condition composed of observed consumption:

\[
E\{C_{it}|\Im_{it}|Z_{it}^*\} - \beta_o A^{-1}\left[1 + r_{it+1}\left(\frac{s_{it+1}}{s_{it}}\right)^{1-\gamma} \left(1 - \alpha\beta_o A^{-1}(\frac{s_{it+2}}{s_{it+1}})^{1-\gamma}\right) - \left(1 - \alpha\beta A^{-1}(\frac{s_{it+1}}{s_{it}})^{1-\gamma}\right)\right] = 0
\]  

(3.3)

where \(Z_{it}^*\) is a \(\varphi\)-dimensional observable subset of \(Z_{it}\) that can include current and past interest rates as well as observable consumption growth up to time \(t-2\).

We can estimate the unknown structural parameters of interest using Equation (3.3) as a conditional moment condition that we write more compactly as

\[
E\{m(x_{it+1}^*, \Theta_o)|Z_{it}^*\} = 0,
\]  

(3.4)

where \(m\) is defined as

\[ m(x_{it+1}^*, \Theta_o) = \beta_o A^{-1}\left[1 + r_{it+1}\left(\frac{s_{it+1}}{s_{it}}\right)^{1-\gamma} \left(1 - \alpha\beta_o A^{-1}(\frac{s_{it+2}}{s_{it+1}})^{1-\gamma}\right) - \left(1 - \alpha\beta A^{-1}(\frac{s_{it+1}}{s_{it}})^{1-\gamma}\right)\right]. \]

The assumption of rational expectations implies that the prediction errors made by individuals are zero in expectation. It is important to recognize that the sample counterpart of the moment condition converges to zero in expectation as the number of time periods increases, but not as the number of individuals increases. Violation of this assumption can bias the estimates of the model. Hence an immediate extension of the model is to account for aggregate shocks, since we are dealing with a short panel.

Accounting for aggregate shocks can be done by modifying the moment condition (Equation
3.4) as follows:

\[
E \left\{ m_1 (x_{it+1}^*, \theta_o) - \lambda_t | Z_{it}^* \right\} = 0. 
\] (3.5)

This results in estimation of the additional vector of parameters \( \lambda' = (\lambda_1, ..., \lambda_T) \).

We apply the efficient continuous updating GMM of Hansen, Heaton, and Yaron (1996) to obtain estimates of the structural parameters, a technique robust to possible weak identification.

4 Data

Data on food consumption, as well as income and demographic characteristics at the level of individuals and households are available from the Panel Study of Income Dynamics (PSID). Although it is the longest panel study, and one of the most comprehensive sources of information for studying life cycle processes in general, and poverty and welfare dynamics in particular, its use for life cycle consumption dynamics bears one drawback: consumption data are available only for food. However, data on consumption of food as a perishable good are particularly suitable for testing whether this category of consumption can be habit-forming. The observed data’s annual frequency is also advantageous. As argued in Dynan (2000), if there is any effect of durability in food consumption, it is not likely to last more than a few months.

The main consumption sample that we use in this study consists of consumption data from 1974 through 1987. Consumption of households consists of expenditures on food consumed both at home and away from home, and the value of food stamps. Data on food consumed at home and the value of food stamps are deflated using the consumer price index (CPI) for food at home. Data on food consumed away from home are deflated using the CPI deflator for food away from home. All CPI data are taken from the consumer price index releases of the Bureau of Labor Statistics. As in Dynan (2000), food consumption data are deflated according to the month and the year when the interview occurred, while food stamps and data on income are deflated using the CPI for the end of the year before the interview was conducted. In addition, total consumption expenditures are adjusted by the size of household.

Following Zeldes (1989), Runkle (1991), Dynan (2000), and similar studies, we excluded observations for which the consumption growth rate was higher than 3 and lower than 0.34. It is likely,
though, that the higher variations in consumption growth rate that we observe in the untrimmed data are due to measurement errors. Thus, the estimated magnitude of the variance of the measurement errors in consumption is considered a lower bound with this data trimming. We exclude households whose marital status changed and those whose head was younger than 22 or older than 65 over the period of estimation. Household characteristics used in estimation as taste shifters include family size and age of the head of household.

As in Shapiro (1984), Runkle (1991), Dynan (2000), and similar studies, we construct the household-specific real after-tax interest rate as 
\[ r_{i,t+1} = R_t (1 - \tau_{i,t+1}) - \pi_{t+1}, \]
where \( R_t \) is the average 12-month Treasury bill for the first half of the preceding year, \( \tau_{i,t+1} \) is the household marginal tax rate as reported in the PSID, and \( \pi_{t+1} \) is the CPI deflator for the period of the interview. As an alternative to individual-specific interest rates, we also use common real interest rates that we constructed based on the U.S. 12-month Treasury bill rates and the consumer price index.

The estimation of the moment condition (Equation 3.4) requires data on consumption expenditures for four consecutive years for each orthogonality condition. With the restrictions on data described above, we get an unbalanced panel on 3,644 households covering eight years from 1978 through 1985. Instruments include current individual specific interest rate, past and current family characteristics, lagged hours worked, and a constant.

5 Empirical Results

We address several problems while discussing the results obtained from the estimation. First, we test whether individual consumption can be habit-forming. And if it is habit-forming, how strong is the habit? Also, we want to know how crucial it is to account for measurement errors in consumption and what is the magnitude of the measurement errors estimated from the habit formation model. We compare the model estimated with measurement error against one that ignores the measurement error issue.

The results from estimating the model while addressing the above issues are presented in Table 1. Empirical models (1) through (4) represent our basic habit formation specification (Equation 3.4) estimated with noisy individual consumption data. Model (1) is our benchmark model that uses individual-specific interest rates, while model (3) is estimated with common interest rates (12-month Treasury bill). Demographic characteristics as taste shifters are included in most of the
specifications that we consider. We omit demographic characteristics in specification (2) in order to
demonstrate the sensitivity of the results to taste shifters. Model specification (4) shows the results
of the model estimated with aggregate shocks (Equation 3.5). Empirical models (5) through (7)
are similar to models (1) through (3) with the difference that in the former we ignore the possible
measurement errors in consumption data. In model (8) we set the habit formation parameter $\alpha$ to
0, so that the moment condition (Equation 3.4) collapses to the moment condition based on the
Euler equation for a time-separable model similar to one considered by Ventura (1994) and Alan,
Attanasio, and Browning (2008).

In general, the parameters are precisely estimated. In most of the specifications, the habit
formation parameter $\alpha$ ranges between 0.90 and 0.99 and is statistically significant, implying the
presence of strong habit formation in household consumption. We find the estimates of the habit
formation parameter are very similar to their analogs obtained from aggregate data, reported by
Fuhrer (2000) and Smith and Zhang (2007). The habit formation parameter ranges between 0.80
and 0.90 in Fuhrer (2000) and between 1.00 and 1.02 in Smith and Zhang (2007). We also find
that the habit formation parameter is slightly lower in specification (4) when we account for the
presence of aggregate shocks. The results using common interest rates (model [3]) are similar to
those using individual-specific interest rates.

The importance of augmenting the individual utility function with individual-specific taste
shifters has been widely accepted in the estimation of optimal consumption choices with micro
data.$^5$ As a robustness check, we remove family characteristics as taste shifters from the main
model specification (estimated as model [2]). The habit formation parameter drops to 0.16 but still
remains significantly different from zero. The difference in the estimates of the parameter in the
models with and without taste shifters can be attributed to the additional source of identification
provided by the variation in the demographic characteristics.

The utility curvature parameter $\gamma$ is estimated to be between 7.8 and 8.5 when we account
for measurement error (models [1] through [4]). The estimate of this parameter drops to 0.91 - 1.15
when we ignore the noise in the consumption data (models [5] through [7]) or when we do not
allow for habit formation (model [8]). The estimates of the curvature parameter are close to those

\footnote{The representation of taste shifters in terms of demographic characteristics is a common practice in the estimation of optimal consumption choices with micro data. Examples of augmenting the preferences with taste shifters can be found in Blundell, Browning and Meghir (1994), Banks, Blundell, and Tanner (1998), Dynan (2000), Alan, Attanasio, and Browning (2008), and similar studies.}
reported by Fuhrer (2000), who reports the estimate of $\gamma$ at 6.11. When the measurement errors are ignored, the estimates of the curvature parameter are more similar to the estimates of the same parameter in the macro data-based model of Smith and Zhang (2007), who find it to be slightly greater than 1. When we assume no habit formation (specification [8]), we also obtain a lower value of the utility curvature parameter similar to the estimate of the time-separable Euler equation of Alan, Attanasio, and Browning (2008). When we do not account for measurement errors in the consumption data, in the models (5) and (7) the curvature parameter goes beyond the possible bounds for this parameter ($\gamma > 1$). The time-discount factor $\beta$ is estimated to be between 0.94 and 0.98 in specifications with measurement errors.

Introduction of the measurement errors largely results in increasing the curvature parameter $\gamma$, while the time-discount factor $\beta$ and the habit formation parameter $\alpha$ tend to be stable among most of the specifications. We notice that the curvature parameter moves with the same pattern in the time-separable model estimated with the same data by Alan, Attanasio, and Browning (2008). Their results show that the introduction of measurement error into the nonlinear estimator results in a significant increase in the curvature parameter, although not as dramatic as ours. This suggests that there is a positive relation between the magnitude of the measurement error variance and the utility curvature parameter. Indeed, this is intuitive, as we would expect a smaller utility curvature parameter with more volatile consumption and a greater utility curvature parameter with smoother consumption. By accounting for the measurement errors, we control for the excess noise in the observed consumption series.

The estimate of $\sigma^2$ for the specifications (1) and (3) equals 0.035, which constitutes around 25% of the variance of the observed log of consumption that can be attributed to the measurement errors. This is less than the 62% estimated by Alan, Attanasio, and Browning (2008) but closer to the estimates in the range of 4% - 28% by Lahiri (1993) and Alan and Browning (2003). In all cases the variance of the measurement errors is precisely estimated. The measurement error variance is estimated to be somewhat larger when we drop individual-specific taste shifters (model [2]). Apparently taste shifters add to the explanation of some variation in the observed individual consumption. If taste shifters are omitted from the model, the unexplained variation in the consumption data will possibly add to the measurement error. The estimates of the variance of the measurement errors do not change if we use common interest rates instead of individual-specific ones.
### Table 1: Estimation of the Euler equation with habit formation

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ</td>
<td>7.98</td>
<td>8.46</td>
<td>7.76</td>
<td>8.31</td>
<td>0.91</td>
<td>1.15</td>
<td>0.88</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>(0.884)</td>
<td>(0.616)</td>
<td>(0.878)</td>
<td>(0.872)</td>
<td>(0.039)</td>
<td>(0.011)</td>
<td>(0.039)</td>
<td>(0.091)</td>
</tr>
<tr>
<td>β</td>
<td>0.971</td>
<td>0.950</td>
<td>0.984</td>
<td>0.937</td>
<td>0.981</td>
<td>0.790</td>
<td>0.954</td>
<td>0.910</td>
</tr>
<tr>
<td></td>
<td>(0.354)</td>
<td>(0.224)</td>
<td>(0.357)</td>
<td>(0.313)</td>
<td>(0.048)</td>
<td>(0.015)</td>
<td>(0.039)</td>
<td>(0.138)</td>
</tr>
<tr>
<td>α</td>
<td>0.992</td>
<td>0.161</td>
<td>0.984</td>
<td>0.909</td>
<td>0.981</td>
<td>0.967</td>
<td>0.981</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.061)</td>
<td>(0.034)</td>
<td>(0.065)</td>
<td>(0.055)</td>
<td>(0.075)</td>
<td>(0.050)</td>
<td>(0.061)</td>
<td></td>
</tr>
<tr>
<td>σ²</td>
<td>0.035</td>
<td>0.044</td>
<td>0.035</td>
<td>0.033</td>
<td>0.039</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.004)</td>
<td>(0.120)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of the noise</td>
<td>25</td>
<td>28</td>
<td>25</td>
<td>24</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r_{it+1}</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>T-bill</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggr. shocks</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 Number of households in the sample 3,644. Number of time periods 8. Demographic characteristics include family size and age squared. Standard errors in parenthesis.
6 Intertemporal Elasticity of Substitution and Risk Aversion

6.1 Intertemporal Elasticity of Substitution

Given the parameter estimates of the model, we are able to directly compute various quantities of interest. The measure that has received the most attention in recent literature is the intertemporal elasticity of substitution (IES). In the Appendix, we show by direct calculation that our model implies that the reciprocal of the IES is time- and household-specific and is given by

\[
\frac{1}{\text{IES}_{it}} = \gamma - (1 - \gamma) \sum_{j=1}^{\infty} A^{-j^2} \left( \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}^*}{g_{it}^*} \right)^{1 - \gamma} \right)^j
\]

\[-\alpha (1 - \gamma) \sum_{j=1}^{\infty} A^{-j^2} \left( \alpha \beta \phi_{it+2} \left( \frac{g_{it+2}^*}{g_{it+1}^*} \right)^{1 - \gamma} \right)^j.
\]

Equation (6.1) shows that the inverse of IES differs from what would be obtained with time-separable constant relative risk aversion CRRA preferences by the last two terms. These last two terms depend on all the parameters of the model, consumption growth rates, and taste shifters. Using the parameter estimates from specification (1), the sample mean of the IES with \( j = 2 \) is 0.114 with standard error 0.001. The individual values of IES and its mean does not change dramatically with larger \( j \). The mean value of IES is typical for representative agent literature, and well in the range found over households or certain cohorts of individuals (see Attanasio and Browning (1995); Barsky, Juster, Kimball and Shapiro (1997)).

It is important to note that as we investigate household food consumption, our value of 0.114 seems to be reasonable: the consumption of food is likely to be rather inelastic.

Diaz, Pijoan-Mas, and Rios-Rull (2003) derive the IES implied by the multiplicative habits model along a balanced growth path to be \( \text{IES} = 1/[\alpha + (1 - \alpha)\gamma] \). Using our parameter estimates, this works out to 0.95. However, the implied IES from Diaz, Pijoan-Mas, and Rios-Rull (2003) does not change with age. The results Attanasio and Weber (1993) suggest a dome-shaped pattern of the IES over the life cycle in that it increases over the early stages of life and declines over the

\[6\] However larger values of IES are found in Blundell, Browning, and Meghir (1994); Atkeson and Ogaki (1996); Vissing-Jorgensen (2002); Attanasio and Weber (1993).
later years. A regression of the IES obtained from specification (1) on age and age squared obtains

\[ IES_{it} = 0.1058 + 0.0004 \times \text{age}_{it} - 0.000004 \times \text{age}_{it}^2, \]

(6.2)

which is consistent with the results of Attanasio and Weber (1993). The regression line is presented in Figure 1. The results from the analogous median regression exhibit a similar pattern.

### 6.2 Risk Aversion

Similar to IES, we are able to directly compute the coefficient of relative risk aversion. In the Appendix, we show by direct calculation of the risk aversion, which (similar to the coefficient of IES) is time- and household-specific:

\[ RRA_{it} = \gamma - (1 + \alpha) (1 - \gamma) \sum_{j=1}^{\infty} A^{-j} \left( \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}}{g_{it}} \right)^{1-\gamma} \right)^j \]

(6.3)

Equation (6.3) shows that the coefficient of relative risk aversion differs from what would be obtained with time-separable CRRA preferences by the last term, which depends on all the parameters of the model, consumption growth rates, and taste shifters. Using the parameter estimates from specification (1), the sample mean of the RRA is 8.616 with standard error 0.010. This coefficient is larger compared to

A regression of the RRA obtained from specification (1) on age and age squared obtains

\[ RRA_{it} = 9.2285 - 0.0290 \times \text{age}_{it} + 0.0003 \times \text{age}_{it}^2; \]

(6.4)

The regression line is presented in Figure 2. The results suggest a saucer shaped pattern of the RRA over the life cycle in that it declines over the early stages of life and increases over the later years. This pattern is in contrast with the life cycle patterns of risk aversion found in Gomes and Michaelides (2003) for a model with habit formation. However, our approach differs from theirs in calculation of the relative risk aversion parameter. We find relative risk aversion as a function of derivatives of the expected life-time utility while Gomes and Michaelides derive it from felicity function.
7 Conclusion

In this paper we investigate empirically the presence of habit formation in household food consumption. Habit formation in preferences over consumption is specified in the multiplicative form introduced by Abel (1990). We exploit the resulting structure of the Euler equation to develop a GMM estimator that allows for estimation of not only all structural parameters of interest (time-discount factor, utility curvature parameter and habit formation parameter), but also of the variance of (classical) measurement error in consumption.

The results, which are robust across different empirical specifications, support the existence of a habit in food consumption. The estimated strength of the habit is similar to that found using aggregate data, as in Fuhrer (2000) and Smith and Zhang (2007). In line with the existing body of literature that uses consumption data from the PSID, we find that measurement errors are substantial. Our results suggest that measurement errors account for approximately 25% of the variance of the observed log-consumption. Our results also show that ignoring measurement errors in consumption significantly affects the parameters of interest. Specifically, not accounting for measurement errors results in underestimation of the utility curvature parameter.

We also show that in our model framework we can analyze the implied household- and time-specific intertemporal elasticity of substitution and the coefficient of relative risk aversion. We estimate the mean of the IES at 0.11, which supports earlier findings. We also find that the IES increases earlier in household life, peaks around age 40, and declines afterwards. The estimated mean of the coefficient of relative risk aversion is found about 8.6. The results suggest a saucer shaped pattern of the RRA over the life cycle.
Figure 1: Regression of the IES on age
Figure 2: Regression of the RRA on age
8 Appendix

8.1 Intertemporal Elasticity of Substitution

In this section we calculate individual-specific intertemporal elasticities of substitution. Individual-specific intertemporal elasticity of substitution can be found from:

\[
\frac{1}{IES_{it}} = \frac{\partial \ln \frac{MU_{it}}{MU_{it+1}}}{\partial \ln \frac{c_{it}}{c_{it+1}}} \tag{8.1}
\]

where

\[
\frac{MU_{it}}{MU_{it+1}} = \frac{\phi_{it} \left( \frac{c_{it}}{c_{it-1}} \right)^{(1-\gamma)} - \alpha \beta \left( \frac{c_{it+1}}{c_{it}} \right)^{(1-\gamma)} \phi_{it+1} \left( \frac{c_{it+1}}{c_{it}} \right)^{(1-\gamma)}}{\phi_{it+1} \left( \frac{c_{it+1}}{c_{it}} \right)^{(1-\gamma)} - \alpha \beta \left( \frac{c_{it+2}}{c_{it+1}} \right)^{(1-\gamma)} \phi_{it+2} \left( \frac{c_{it+2}}{c_{it+1}} \right)^{(1-\gamma)}} \tag{8.2}
\]

Taking logs of (7.2) and then taking partial derivative with respect to \( \ln g_{it+1} = \ln \frac{c_{it+1}}{c_{it}} \) we obtain:

\[
\frac{1}{IES_{it}} = \gamma - \frac{\alpha \beta (1-\gamma) \left( \frac{g_{it+1}}{g_{it}} \right)^{(1-\gamma)} - \alpha^2 \beta (1-\gamma) \left( \frac{g_{it+2}}{g_{it+1}} \right)^{(1-\gamma)}}{1 - \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}}{g_{it}} \right)^{(1-\gamma)} - \alpha \beta \phi_{it+2} \left( \frac{g_{it+2}}{g_{it+1}} \right)^{(1-\gamma)}} \tag{8.3}
\]

If we believe that the observed consumption \( c^* \) is contaminated with the measurement error, we must take it into account while calculating individual-specific IES. To do do this we first rewrite
equation (7.3) as follows

\[
\frac{1}{\text{IES}_t} = \gamma - \alpha \beta (1 - \gamma) \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \sum_{j=0}^{\infty} \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j \\
- \alpha^2 \beta (1 - \gamma) \phi_{it+2} \left( \frac{g u + 2}{s u + 1} \right)^{1-\gamma} \sum_{j=0}^{\infty} \left( \alpha \beta \phi_{it+2} \left( \frac{g u + 2}{s u + 1} \right)^{1-\gamma} \right)^j \\
= \gamma - (1 - \gamma) \sum_{j=1}^{\infty} \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j \\
- \alpha (1 - \gamma) \sum_{j=1}^{\infty} \left( \alpha \beta \phi_{it+2} \left( \frac{g u + 2}{s u + 1} \right)^{1-\gamma} \right)^j,
\]

(8.4)

which is a valid representation since the assumption of positive marginal utilities implies that each term in the infinite sum is between 0 and 1. For the same reason, the dominated convergence theorem applies to give

\[
E \left[ \frac{1}{\text{IES}_t} | z_{it} \right] = \gamma - (1 - \gamma) \sum_{j=1}^{\infty} E \left[ \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j | z_{it} \right] \\
- \alpha (1 - \gamma) \sum_{j=1}^{\infty} E \left[ \left( \alpha \beta \phi_{it+2} \left( \frac{g u + 2}{s u + 1} \right)^{1-\gamma} \right)^j | z_{it} \right],
\]

(8.5)

Now, for each \( j \) we have that

\[
E \left[ \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j | z_{it} \right] = E \left[ \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j \left( \frac{v u + 1}{v u} \right)^{1-\gamma} \right] \\
= E \left[ \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j | z_{it} \right] E \left[ \left( \frac{v u + 1}{v u} \right)^{1-\gamma} \right] \\
= E \left[ \left( \alpha \beta \phi_{it+1} \left( \frac{g u + 1}{s u} \right)^{1-\gamma} \right)^j | z_{it} \right] A \tilde{\gamma}^j,
\]

(8.6)
where $A = \exp(\sigma^2(1 - \gamma)^2(1 + \alpha + \alpha^2))$. We can therefore rewrite equation (7.5) as

$$E\left[\frac{1}{IES_{it}} \mid z_{it}\right] = \gamma - (1 - \gamma) \sum_{j=1}^{\infty} E \left[ A^{-j} \left( \alpha \beta \varphi_{it+1} \left( \frac{g_{it+1}^*}{s_{it}} \right)^{1-\gamma} \right)^j \mid z_{it} \right] $$

$$- \alpha(1 - \gamma) \sum_{j=1}^{\infty} E \left[ A^{-j} \left( \alpha \beta \varphi_{it+2} \left( \frac{g_{it+2}^*}{s_{it+1}} \right)^{1-\gamma} \right)^j \mid z_{it} \right].$$

(8.7)

We can therefore approximate equation (7.7) with high precision by replacing the infinite sum by a finite approximation. Note that the approximation error decays exponentially, implying that a low order expansion will produce highly precise approximations.

With the assumption of completeness of distribution (see Newey and Powell (2003) for details) we can write the above equation as follows:

$$\frac{1}{IES_{it}} = \gamma - (1 - \gamma) \sum_{j=1}^{\infty} A^{-j} \left( \alpha \beta \varphi_{it+1} \left( \frac{g_{it+1}^*}{s_{it}} \right)^{1-\gamma} \right)^j $$

$$- \alpha(1 - \gamma) \sum_{j=1}^{\infty} A^{-j} \left( \alpha \beta \varphi_{it+2} \left( \frac{g_{it+2}^*}{s_{it+1}} \right)^{1-\gamma} \right)^j.$$  

(8.8)

### 8.2 Relative Risk Aversion

In this section we calculate individual-specific relative risk aversion parameter. This coefficient corresponds to curvature and closely related to the elasticity of the marginal utility of consumption with respect to consumption. Individual-specific relative risk aversion can be found from:

$$RRA_{it} = -c_{it} \frac{\Lambda_{it}^{cc}}{\Lambda_{it}^c}$$

(8.9)
where \( \Lambda_{it}^c = MU_{it} \) and \( \Lambda_{it}^{cc} = \frac{\partial MU_{it}}{\partial c_{it}} \). Consequently, the risk aversion parameter implied by the model used in this paper is:

\[
RRA_{it} = \frac{\gamma - \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}^{*}}{g_{it}^{*}} \right)^{1-\gamma} - \alpha^2 \beta (1 - \gamma) \phi_{it+1} \left( \frac{g_{it+1}^{*}}{g_{it}^{*}} \right)^{1-\gamma}}{1 - \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}^{*}}{g_{it}^{*}} \right)^{1-\gamma}} \tag{8.10}
\]

If the observed consumption \( c^* \) is contaminated with the measurement error, we must take it into account while calculating individual-specific RRA. We first rewrite equation (7.9) as follows

\[
RRA_{it} = \gamma - (1 + \alpha) (1 - \gamma) \sum_{j=1}^{\infty} \left( \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}^{*}}{g_{it}^{*}} \right)^{1-\gamma} \right)^j \tag{8.11}
\]

which is a valid representation for the same reason used in the previous section. Now, for each \( j \) we have equation (7.6) hold again with the same parameter \( A \) as above. We can therefore derive the expected value of the individual specific relative risk aversion parameter, integrating out measurement errors in the observed consumption:

\[
E \left[ RRA_{it} | z_{it} \right] = \gamma - (1 + \alpha) (1 - \gamma) \sum_{j=1}^{\infty} E \left[ A^{-j^2} \left( \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}^{*}}{g_{it}^{*}} \right)^{1-\gamma} \right)^j | z_{it} \right] \tag{8.12}
\]

We can approximate expected individual-specific relative risk aversion parameter given in equation (7.11) with high precision by replacing the infinite sum by a finite approximation. Again the approximation error will decay exponentially, implying that a low order expansion will produce highly precise approximations. Again, with the assumption of completeness of distribution we can write the above equation as follows:

\[
RRA_{it} = \gamma - (1 + \alpha) (1 - \gamma) \sum_{j=1}^{\infty} A^{-j^2} \left( \alpha \beta \phi_{it+1} \left( \frac{g_{it+1}^{*}}{g_{it}^{*}} \right)^{1-\gamma} \right)^j \tag{8.13}
\]
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