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Abstract

We use data at the Census ward level to investigate the extent to which labor
markets are �local�. We present some non-structural estimates in which the probability
of �lling a vacancy is in�uenced by unemployment and vacancies in the surrounding
areas, but we argue that these estimates cannot adequately estimate the true cost of
distance. We then present a simple model of job-search across space that allows us to
estimate a matching process with a very large number of segments. We �nd that the
cost of distance is relatively high. That is, the utility of being o¤ered a job decays
at exponential rate around 0.25 with distance (in km) to the job. Also, workers are
discouraged from appling to jobs where they expect a large number of applications,
but the associated e¤ect is imprecisely estimated. Finally, returns to scale in matching
markets are estimated to be very mildly decreasing. The estimated model seems to
replicate fairly accurately actual commuting patterns across Census wards, although
it tends to underpredict the proportion of individuals who live and work in the same
ward.
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1 Introduction

How local are labour markets? A number of important questions in labour economics turn
on the answer. For example, the spatial mismatch hypothesis (Kain, 1968) suggested that
the unemployment rate of blacks in the inner city was so high because many jobs had moved
to the suburbs and these jobs were no longer in the local labour market of those living
in the city. And policies that aim to improve labour market outcomes in disadvantaged
areas (e.g. the empowerment zones studied by Busso, Gregory and Kline, 2010) need to
know about the size of local labour markets to decide about the appropriate nature of the
intervention. If labour markets are very local then an e¤ective intervention will have to
be targeted on the disadvantaged areas themselves even if those areas are not conducive
to generating employment. But if labour markets are not as local then there is less need
for the targeted intervention and a targeted intervention may simply attract workers from
other more advantaged areas. In recent years there seems to have been a resurgence of
interest in such �place-based�policies (e.g. see Glaeser and Gottlieb, 2008; Moretti, 2010,
for overviews). There is also a sizeable literature on the incidence of local shocks to labour
demand (see Notowidigdo, 2010, for a recent contribution). Such research needs a clear
de�nition of a �place�.
Most academic research on the topic and government statistical agencies often divide

their jurisdictions into non-overlapping areas e.g. cities that are then assumed to be single
labour markets. Examples would be the BEA�s 179 Economic Areas or the 722 Commuting
zones in the US or the 320 Travel to Work Areas (TTWAs) in the UK. While these e¤orts
are understandable and useful they do have their problems. For examples, UK TTWAs are
constructed so that (as far as possible) at least 75% of the population resident in a TTWA
actually work in the area, and at least 75% of those who work in the area also live in the area.
Because people commute from large distances to central London to work, this means that the
whole of the Greater London area is classi�ed as a single labour market. But those who live
in the northern suburbs of London do not really think of the far southern suburbs as part of
�their�local labour market. And the non-overlapping nature of local labour markets causes
inevitable discontinuities around the boundaries. Someone living just inside the London
TTWA will be classi�ed as living in an enormous labour market while someone living just
across the border in the Luton TTWA will be classi�ed as being in a modestly-sized local
labour market. In reality, these people are in essentially the same labour market. A proper
analysis needs to recognize the continuous nature of geographic space. The problem is how
to model geographical space in a continuous way while preserving tractability - one of the
contributions of this paper is to show how one might approach this problem.
The bottom line is that we do not have an enormous amount of existing evidence about

how local are labour markets. The most common approach is to simply assume that a
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particular area is a single labour market. Within those areas, spatial inequalities would be
interpreted as the outcome of residential sorting but not to have labour market consequences.
Let us brie�y consider how one might approach the question of seeking to estimate how local
are labour markets.
Commuting data might be expected to contain useful information about the size of local

labour markets as they tell us about how far workers seem prepared to travel to jobs. But
the cross-section of commuting patterns represents the outcome of a lot of decisions (e.g. res-
idential location) that muddy the waters. To give a speci�c example, consider the academic
job market. From commuting patterns one would observe that most faculty live reasonably
close to their place of work and perhaps conclude that the labour market for academics was
relatively local. But, of course, it is better described, albeit with some hyperbole, as global.
What information would allow us to detect that? The argument of our paper is that one
could detect that by looking at the address of the job market candidate when they applied
for a job and looking at the distances they are considering. In the academic market a job
market candidate in a speci�c current residential location is prepared to take a job over a
very large geographical area but will then change residential location to be close to whatever
job they obtain. In this situation it makes sense to think of the individual being in a very
large local labour market as they will consider a very wide range of jobs but they will end
up with a low commute.
Our research design is intended to try to avoid these potential problems and get to the

heart of the question of how local are labour markets. By a local labour market we mean
the set of jobs that an unemployed worker, currently in a particular location, will apply for.
It may be that, if the application is successful, the individual chooses to change residential
location but that is not concerns us. The data we use is high-frequency data (monthly) on
unemployment and vacancies (stocks and �ows) in small neighborhoods in the UK (about
10000 in total). The high-frequency nature of the data means that it is reasonable to think
that the location of the unemployed represents the location when currently applying for jobs.
It also means that one can reasonably think of whether there is a vacancy in a particular
area in a particular month as essentially random. The large number of neighborhoods means
it is appropriate to model space as more or less continuous.
The ideal data set would contain information on the location of jobs applied for by

individual workers. We do not have such information but we present a model in which using
data on the �lling of vacancies can be used to infer the distance over which workers look for
work. The intuition for our approach is the following. Consider a vacancy in area A. It is
plausible to think that the ease of �lling this vacancy depends on the number of unemployed
workers for whom the vacancy is in their local labour market (and the number of other
vacancies, something our framework accounts for but complicates the intuitive discussion
here). If the ease of �lling a vacancy in A is in�uenced by the number of the unemployed
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in area B but not in area C then it is a reasonable conclusion that area A is in the local
labour market for people who live in area B but not for those who live in area C. Of course,
reality is not as simple as the �in�or �out�of the local labour market we have used to give
the intuition �in what follows we model a cost of distance so the size of the local labour
market is measured by the cost of distance. In the academic job market example, we would
expect the ease of �lling a position at LSE is a¤ected by the supply of PhDs in the US if
the market is indeed global, but also in�uenced by the vacancies in the US and, possibly,
throughout the world.
The plan of the paper is as follows. In the next section we describe the data we use

and present some estimates of matching functions allowing for geographic spillovers that
are similar to existing models in the literature. However, we argue that such equations are
limited in what they can tell us about the size of local labour markets. We then present a
more structural model of job search that provides an explicit micro-foundation for how to
model the linkages between a very large number of areas in a way that preserves tractability.

2 Data and preliminary evidence

We use information on local labor markets, disaggregated at the Census ward level (CAS
2003 classi�cation). We use data on both job vacancies and unemployment at the ward
level are that are available on NOMIS (nomisweb.co.uk) from April 2004 to December 2009.
There are 10,072 wards in Great Britain, of which 7,969 in England, 881 in Wales, and 1222
in Scotland, with an average population of 5,670. Our data cover registered unemployment
(the �claimant count�) and job vacancies advertised at Jobcentres. The UK Jobcentre Plus
system is a network of government funded employment agencies, where each town or city
typically has at least one Jobcentre. A Jobcentre�s services are free of charge to all users, both
to job seekers and to �rms advertising vacancies. To be entitled to receive welfare payments,
unemployed bene�t claimants are required to register at a Jobcentre, and �sign-on�every
two weeks.
Employers wishing to advertise job vacancies can submit a form with detailed job spec-

i�cations to a centralized service called Employer Direct. The job vacancy is then assigned
to the employer�s local Jobcentre, and will have a dedicated recruitment adviser, who can
assist the employer with the recruitment process. Regardless of the Jobcentre in charge,
the Census ward for each vacancy is de�ned using the full postcode of the job location.
Each job vacancy is advertised in three ways: (a) on the centralized employment website
www.direct.gov.uk; (b) through the Jobcentre Plus phone service for job applicants; and
(c) on the Jobcentre Plus network, which can be accessed at Jobcentre o¢ ces around the
country. Jobseekers can sample job openings via one or more of these methods, using various
search criteria (sector, occupation, working hours, etc.). In particular, they can select jobs
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located within a certain radius (1 mile, 2 miles, 5 miles etc.) from a given postcode.
The data we use on the unemployed and vacancies cover a very large number of job-

seekers and vacancies and at a much more disaggregated level than available through any
other source. In more aggregate form these data have been used in other studies of the
UK matching process (see, among others, Coles and Smith, 1998, Burgess and Pro�t, 2001,
and Coles and Petrongolo, 2008). But, it is important to realize they do not represent the
universe of job-seekers or vacancies, and it is important to get some idea of how much of the
matching process is being captured by these data.
On the worker side, not all job-seekers are claimant-count unemployed, as job-seekers

may also be employed, or unemployed but not claiming bene�ts; and not all the claimant
unemployed may be job-seekers (though they are meant to be according to the rules for
bene�t entitlement). To get some ideas of the numbers involved, we turn to the UK Labour
Force Survey (LFS), which asks a direct question about job search both of those who are
currently in and out of employment. In the Spring of 2008 (to give one example) the LFS
suggests there were about 3.6 million job-seekers in the UK, and total employment was
about 29.5 million. Almost exactly half of the job-seekers were not currently employed,
and at that time the o¢ cial �gures for the claimant count was about 850,000. In the LFS,
approximately 20% of the claimant unemployed do not report looking for work in the past
4 weeks, suggesting that the claimant unemployed represent about 20% of total job-seekers
in the economy.
It may be argued that the claimants are among the most intensive job-seekers (see, among

others, Flinn and Heckman, 1983, Jones and Riddell, 1999), and thus we weight job-seeker
�gures in the LFS by the number of reported search methods used. During the 2002-2008
period, the unweighted share of claimants in total job-seekers was 17.6%, while the weighted
share was 23.7%. As one would expect, the share of claimants in job-seekers also varies
markedly with levels of education, being 15% among college graduates, 21.8% among those
with �A levels�(high school graduates), 24.9% among GCSEs (who left school at 16), and
35.2% among those with no quali�cations. This means our study is best interpreted as
being about lower-skill labour markets that probably tend to be more �local�. So it has
to be acknowledged that the claimant count represents only a fraction of job-seekers in
the economy, and this will cause a bias if such fraction varies systematically across areas,
something on which unfortunately we have no information.
For our purpose it is also important to know the fraction of job-seekers who is looking

at vacancies recorded in our data, i.e. vacancies advertised at Jobcentres. Using reported
information on the job-search methods used, during 2002-2007, 92% of claimants use Jobcen-
tres, and 45.2% of them quote Jobcentres as their most important job-search method. These
proportions fall to 44.4% and 18.3% for the non-claimant unemployed, and to 19.1% and
5.9% respectively for the employed. So, Jobcentres are widely-used by the job-seekers in our
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sample. In this regard, it is important to realize that the UK Public Employment Service is
much more widely used than the US equivalent. Manning (2003, Table 10.5) shows that only
22% of the US unemployed report using the PES compared to 75% of the UK unemployed.
So, unlike the US, UK job centres do play an important role in matching job-seekers and
vacancies.
On the job vacancy side there is fairly limited external evidence that we can use to assess

the representativeness of our Jobcentre data. Since 2001 the Vacancy Survey of the O¢ ce
for National Statistics provides comprehensive estimates of the number of job vacancies in
the UK, obtained from a sample of about 6,000 employers every month. Employers were
asked how many job vacancies there were their business, for which they were actively seeking
recruits from outside the business. These vacancy data cover all sectors of the economy except
agriculture, forestry and �shing, but are not disaggregated at the occupation or area level,
so we can only make aggregate comparisons between ONS and Jobcentre vacancy series.
On average, since April 2004, the Jobcentre vacancy series in the UK is about two

thirds the ONS series, but there seem to be reasons to believe that such proportion may be
overstated (Machin, 2001). In particular, in May 2002, an extra question has been added to
the ONS Vacancy Survey, on the number of vacancies noti�ed at Jobcentres, and based on
this information the ratio of total vacancies advertised at Jobcentres was 44%. While one
should allow for sampling variation (this information is only available for May 2002, and for
only 420 respondents), this 44% proportion seems to be markedly lower that the two thirds
recorded for the post 2004 period. According to Machin (2001), the major reason for this
discrepancy is that Jobcentre vacancies obtained from the computerized system may include
vacancies which are �awaiting follow-up�, but which have already been �lled by employers,
or which have been �suspended� by the Jobcentres as it appears that su¢ cient potential
recruits have already been referred. Our vacancy series obtained from Jobcentres (�live
un�lled vacancies�) excludes suspended vacancies, but �may still include some vacancies
which have already been �lled or are otherwise no longer open to recruits, due to natural
lags in procedures for following up vacancies with employers�1, thus one can still imagine
that two-thirds is indeed an upper bound for the fraction of job openings that are e¤ectively
available to job-seekers at Jobcentres. As no occupation information is available for the ONS
vacancy series, it is not possible to determine how the skill distribution of our vacancy data
compares to that of the whole economy, but of course it is realistic to imagine that Jobcentre
vacancies tend to over-represent less-skilled jobs.
From this discussion it should be clear that we capture an important section of job search

in the UK, especially for low-skilled workers, but it is also clear that we cannot provide a
fully comprehensive picture of the job search process. This introduces a bias if the portion

1https://www.nomisweb.co.uk/articles/showArticle.asp?title=<strong>warning: limitations of
data</strong>&article=ref/vacs/warning-un�lled.htm
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of the job search process covered by our data varies systematically across areas, something
on which unfortunately we have no information. As a check against the possibility of gross
biases we also investigate how well our model explains the commuting �ows across wards
using census data that covers everyone in employment, no matter how they searched for jobs.
In the data presented below and in all estimated speci�cations, we obtain the vacancy and

unemployment out�ows as di¤erences between the corresponding in�ows and the monthly
variations in the stocks. For the unemployed, the out�ow series predicted by the stock-
�ow accounting identity was virtually identical to that reported, while for vacancies the
correlation was 0.81. Such discrepancy may arise because the reported out�ow does not
include cases of �suspended�vacancies, or cases of vacancies �awaiting follow-up�, but these
may well be cases of positions being �lled without keeping the Jobcentre informed. Due
to measurement error, for about 0.5% of observations the vacancy out�ow implied by the
stock-�ow accounting identity is negative, and thus we drop the corresponding observations.
Table 1 presents some simple descriptive statistics on unemployment and vacancies stocks

and �ows. English wards have on average 104 unemployed and 47 vacancies. Taken across
the whole period, both unemployment and vacancy in�ows and out�ows seem very similar
but with vacancy out�ow slightly lower than the in�ow and the unemployment in�ow slightly
above the out�ow. But when one aggregates these small di¤erences at ward level to the
national level, one ends up with a picture in which unemployment and vacancies were very
stable until 2008 but then the crisis hit with a sharp rise in unemployment and a sharp
fall in vacancies. There is also very wide spatial variation in unemployment and vacancies.
[insert maps] Because of the high-frequency nature of our data there is also very considerable
variation in unemployment and vacancies within wards from one month to the next. One
can think of it as essentially random whether a �rm has a vacancy this month or next month.
We intend to experiment with instruments for local demand shocks in the future.
We start our investigation of the data by estimating a conventional log-linear matching

function in unemployment and vacancies, possibly augmented by local spillovers:

log

�
Mb

Vb

�
= �0 + �1 log(Ub + �1U5b + �2U10b + �3U20b + �4U35b) (1)

+�2 log(Vb + 1V5b + 2V10b + 3V20b + 4V35b) + "b

where Ub is the number of unemployed in ward b, U5b is the number of unemployed in wards
within 5km of b (excluding b itself), U10b is the number of unemployed in wards between 5km
and 10km of ward b etc., and similarly for vacancies. Mb is the vacancy out�ow from ward
b; so the dependent variable is the out�ow rate. The basic idea behind this speci�cation
is that the probability of �lling a vacancy in b depends on local unemployment and on
unemployment in the surrounding areas, but that more distant unemployed workers are less
e¤ective in �lling a vacancy in b i.e. .we would expect �i < 1. Similarly, more vacancies in
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area b and neighboring wards might be expected to reduce the out�ow rate in b, but more
distant vacancies have a smaller e¤ect, i.e. we expect i < 1.
Next de�ne the total number of unemployed and vacancies within 10km of b to be:eU10b = Ub + U5b + U10b; eV10b = Vb + V5b + V10b;

and approximate (1) by

log

�
Mb

Vb

�
� �0 + �1 log eU10b + �1�1� �2

�2

UbeU10b + �1 � �2�2

U5beU10b + �3 � �2�2

U20beU10b + �4 � �2�2

U35beU10b
�

+�2 log eV10b + �2�1� 2
2

VbeV10b + 1 � 22

V5beV10b + 3 � 22

V20beV10b + 4 � 22

V35beV10b
�
: (2)

This speci�cation has the advantage that one can simply read o¤ the returns to scale by
a comparison of the coe¢ cients on log eU10b and log eV10b, while the coe¢ cients on the share
variables tell us about the relative e¤ectiveness of unemployment and vacancies at di¤erent
distances. The decision to �normalize� on unemployment and vacancies within 10km is
essentially arbitrary but it is important to choose a normalization for which �2 and 2 is not
zero and for which the �share�variables are not too large. In experimentation, 10km seemed
about right to us. On average, about 5% of unemployment and vacancies within 10km are
in the local ward, one-third are within 5km. Moving beyond the 10km ring, there are about
4.5 times the number of unemployed and vacancies between 10 and 20 km as within 10km
and 16 times as many within 20km.
Estimates of (2) are reported in Table 2. In the �rst column we simply pool all months

and wards without time or ward e¤ects. The estimates are in line with what we would
expect. More unemployed raise the probability of �lling a vacancy while more vacancies
reduce it. The coe¢ cients on the unemployment and vacancy variables suggest something
very close to constant returns �the implied returns to scale parameter being 0.964. This is
signi�cantly di¤erent from one but that is largely a result of the large number of observations.
It is not just the level of unemployment and vacancies within 10km that a¤ect the out�ow
rate but also their geographical mix. As one might expect, the more the unemployed are
close to the ward, the higher the probability of �lling it. From the coe¢ cients on the share
of unemployment in the local ward and within 5km one can derive an estimate of �2 of
0.30 and �1 of 0.58, i.e. unemployed workers outside the ward but with 5km have 58% of
the e¤ectiveness of generating matches as those within the ward and the unemployed in the
5-10km ring have an e¤ectiveness of 30%. Unemployed in the 20k and 35k rings have tiny
e¤ects on the vacancy out�ow, though are signi�cantly di¤erent from zero. For vacancies, the
more local the vacancies the lower the out�ow rate as one would expect as such vacancies are
closer substitutes. Vacancies outside the ward but with 5km have 30% of the e¤ectiveness
of those within the ward, and vacancies in the 5-10km ring have an e¤ectiveness of 23%.
Vacancies in the 20k and 35k rings have very small e¤ects on the vacancy out�ow rate.
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The second column introduces time dummies: the main consequence of this is an attenu-
ation of all the coe¢ cients but the qualitative conclusions remain similar. The third column
instruments the vacancy variables using the one-month lags of the vacancy variable. Our
reason for showing this speci�cation is that the dependent variable is obtained by dividing
the recorded out�ows by the local stock of vacancies and this local stock also appears in
the construction of some of the right-hand side variables. This means that a division bias
problem might occur if there are measurement problems with the current vacancy stock.
Comparing the second and third columns one can see that the coe¢ cients are rather similar,
with the possible exception of vacancies within 10km that are in the local ward. It is exactly
this variable where the local vacancy stock has the most in�uence so this is perhaps some
indication that there are modest issues of division bias in the estimates.
The fourth column introduces ward �xed e¤ects. Comparing the estimates in the second

and fourth columns one notes that the coe¢ cient on the share of vacancies in the local
ward becomes much more negative. This is perhaps what one would expect if again there
are division bias issues, as it is now only the within-ward variation in vacancies that is
being exploited, and that probably has more transitory components. One also notes that
the coe¢ cient on the total unemployment in the 10km ring rises but the coe¢ cients on
the unemployment mix variables become insigni�cantly di¤erent from zero. The �fth and
sixth columns present IV estimates with ward �xed e¤ects, the �fth column instrumenting
both the unemployment and vacancy variables, while the sixth column instruments only
the vacancy variables. Estimates from these last two columns suggest evidence of mildly
increasing returns to scale.
The log-linear matching functions estimated in Table 2 are standard in the literature but

have the disadvantage that the dependent variable is not de�ned when the out�ow rate is
zero. Although this is not an issue in existing empirical studies of the matching function
because of the level of aggregation in those studies, it becomes a potential issue when using
data on very small areas, and indeed in our sample 4.2% of observations have zero out�ows.
There are a number of approaches one might take to dealing with this. Here, we take the
approach that is most similar to the log-linear function (2), i.e. to estimate in levels instead
of logs. In a later section we will present a model in which the functional form in levels can be
thought of as a legitimate speci�cation of the expected out�ow rate given unemployment and
vacancies. The functional form used in this section has the disadvantage that the �predicted�
value need not lie in the unit interval, but has the advantage that one can compare estimates
with the log-linear matching functions.
The �rst column of Table 3 presents estimates of a log-linear matching function but

excluding unemployment and vacancies more than 10km distant, as Table 2 has suggested
that the impact of these distant unemployment and vacancies was negligible. The second
column then estimates the level version of this equation by non-linear least squares, excluding
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observations with zero vacancy out�ow, thus on the same sample as in the �rst column. The
estimates are qualitatively similar but one does notice a considerable reduction of about
50% in the size of the coe¢ cients on the unemployment variables. Finally, the third column
presents the levels model but includes the �zeroes�, i.e. the estimation method is the same
as the second column, but with a larger sample size. This reduces the size of coe¢ cients on
the vacancy variables. Finally the fourth and �fth columns report results for the log-linear
and linear models estimated for one month only (May 2004), that �gures in the structural
estimates below.
The results of Table 2 and 3 are consistent with a simple matching model with spatial

spillovers, and the results are qualitatively similar whether one includes or excludes time or
ward �xed e¤ects. However, these estimated equations do have their limitations for making
inferences about the size of local labour markets. First, they do not allow us to estimate
where those who are �lling the vacancies actually live, whether they are predominantly local
or more distant. Data that provided information on where the successful job applicant lived
could answer that question. But the estimated equations are also not very informative about
the reasons for the spill-overs �at best, they represent a description of the data. When it
is shown that an increase in the number of unemployed 10km away raises the probability
of �lling a vacancy in area b, is this because those unemployed workers apply for vacancies
in b or because they apply for vacancies local to them which then become harder to obtain
causing workers 5km away from b to shift their job search e¤orts towards vacancies in area
b? To answer this question we need a more structural model of job search and that is what
the next section provides.

3 The Model

The key ingredient of our methodology consists in relating job matches in a given area to
the number of applications received by job vacancies in that area. The novel element with
respect to most of the matching literature is to model applications per job in each area based
on optimizing job search behavior across space, rather than use local unemployment as a
proxy for applications. Our approach is to use the expected number of applicants for a job
in an area as a measure both of how easy it will be for an employer to in that area to �ll a
vacancy and a measure of how much competition for a job in that area there is for a worker
who is considering applying for a vacancy there. We next outline a model of the process by
which unemployed workers determine the number of job applications they make and their
distribution over space, and we will then relate applications to job matches.
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3.1 The application process

At any moment in time there are Ua unemployed workers and Va vacancies in each area a
of the economy: Denote by (U; V ) the vector of unemployed workers and vacancies across
areas.
Suppose that individuals are deciding how many of the existing vacancies to apply for.

Because of the time lag in the process of �lling jobs, they cannot apply sequentially to
vacancies, thus applications must be simultaneous. Assume that an application to vacancy i
has a probability pi of being successful, and generates utility pi in that case. Assume further
that the probability of more than one application being successful is in�nitesimal so that
expected return for a worker can be written as:P

i

Dipiui;

where Di is a binary variable taking the value 1 if an individual applies to the job and zero
if they do not. Individuals have a cost function for N applications of the form:

C(N) =
c

1 + �
N1+�;

so that the net expected utility can be written as:

P
i

Dipiui �
c

1 + �

�P
i

Di

�1+�
:

The optimal application rule is to apply for a vacancy if the expected utility from doing so
is higher or equal to the marginal cost C 0(N). This happens if

piui � c
�P

i

Di

��
= cN�: (3)

This result says that the attractiveness of vacancies is determined by the expected utility
they o¤er, and job-seekers apply �rst for jobs o¤ering the highest expected utility and con-
tinue to do so until expected utility is below the marginal cost of an extra job application.
Another implication of this is that whether the individual applies for a particular vacancy
or not depends only on the expected utility it o¤ers and the marginal cost of an application.
Other vacancies only a¤ect this decision through the e¤ect on the marginal bene�t of an ap-
plication. While extremely convenient, it is important to note that the assumption that the
probability of more than two applications being successful is in�nitesimal plays a critically
important role here �if this assumption is not met then one cannot rank vacancies by their
expected utility and the decision-problem is far more di¢ cult.
In what follows we will assume that the probability of �lling a vacancy and of success in

a particular application depends on the expected number of applications to that job, that
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we denote by A. Denote the probability of being the successful applicant by p(A), with
p0(A) < 0. The extent to which the probability of success is related to the number of
applicants is an important parameter in the model - we will refer to it as the congestion
parameter.
The parameter � (or, more accurately, a transformation of it) will turn out to be very

important in determining the returns to scale in the model so it is worth taking some time
to understand its role.
If � = 0 there is a constant marginal cost of an application and an unemployed worker

will apply for a vacancy if the expected utility is above this marginal cost. In this situation
a doubling in the number of vacancies will lead to a doubling in the number of applications
each unemployed worker makes. The average number of applicants per vacancy will remain
unchanged so it is plausible to think that the probability of �lling each vacancy will remain
unchanged. The total number of matches will then also double. In this situation there are
constant returns to scale to vacancies alone. If one doubles both vacancies and the number
of unemployed workers then the number of applications will rise four-fold as the applications
per worker will double and the number of workers double. This implies increasing returns
to scale.
At the other extreme, consider � = 1. This should really be thought of as the case

where each unemployed worker has a �xed number of applications to make and will apply to
those vacancies that o¤er the highest expected utility. In this case a doubling of vacancies
and unemployment will lead to a doubling of applications as applications per worker are
unchanged and the number of the unemployed has risen. Hence applications per vacancy
are unaltered, the probability of �lling a vacancy is unaltered and the total number of matches
will double. This corresponds to the case of constant returns to scale.
Our set-up makes it harder to rationalize the possibility of decreasing returns to scale

for which we would have to introduce some extra form of congestion in the model. But,
the estimates presented so far are very close to constant returns to scale for the economy
as a whole. However, this is perfectly consistent with decreasing returns to vacancies and
unemployment in individual areas - typically doubling vacancies and unemployment in a
particular area will result in a lower probability of �lling jobs in that area.
To put more structure on the problem, assume that the utility from a job in area b for

someone from area a is given by:
uab = fab";

where fab represents the intrinsic attractiveness of a job in area b for someone in area a and
" is an idiosyncratic component which we assume has a Pareto distribution with exponent
k. A natural speci�cation for fab is a function declining with the distance between a and b
so that jobs in more distant areas are less attractive. Otherwise one could use information
on commuting time or commuting costs between a and b.
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Hence, using (3), an individual in a applies to a vacancy in b if

p(Ab)fab" � cN�
a ;

where Na denotes the total number of applications made by each worker in a. Given the
assumption that " has a pareto distribution, this happens with probability:�

p(Ab)fab
cN�

a

�k
: (4)

Although there is some uncertainty about whether an individual applies to a particular
vacancy (because of the idiosyncratic component to utility), let us assume we can apply a
law of large numbers so that the total number of applications can be treated as non-stochastic.
We will thus have that:

Na =
X
b

Vb

�
p(Ab)fab
cN�

a

�k
;

which can be solved for the number of applications Na :

Na =

"
c�k

X
b

Vb (p(Ab)fab)
k

#
; (5)

where  = (1+�k): � = 0, the case of a constant marginal cost of an application, corresponds
to  = 1, while � =1, the case of a �xed number of applications, corresponds to  =1.
Using (4) and (5), one can compute the total number of applications made by the unem-

ployed in a to vacancies in b, Nab, as

Nab = c
�kVb (p(Ab)fab)

k

"X
b0

Vb0 (p(Ab0)fab0)
k

#�1
: (6)

The number of applications received by vacancies in b is equal to all applications that
unemployed workers decide the send to area b from all areas a. Thus the ratio of applications
per vacancy in b, denoted by Ab, is given by

Ab =

P
aNabUa
Vb

= c�k
X
a

Ua (p(Ab)fab)
k

"X
b0

Vb0 (p(Ab0)fab0)
k

#�1
: (7)

To estimate expression (7), we make two further functional form assumptions, and namely
p(Ab) = A

�e�
b , where e� > 0 denotes the e¤ect of job competition on applications to jobs in

a given area, and fab = exp(�e�dab), where dab may be proxied by distance between a and
13



b, and e� measures the exponential rate of decay of the attractiveness of a given job with
distance to that job.2 Under these assumptions we can solve for Ab :

Ab =

8<:c�kX
a

Ua exp(��dab)
"X

b0

Vb0A
��
b0 exp(��dab0)

#�19=;
1=(1+�)

; (8)

where � = ke� and � � ke�:
Equation (8) is the key relationship delivered by our spatial search model, and captures

all the inter-dependencies between areas. In particular, the number of applicants to jobs
in b is likely to be in�uenced (even if only very slightly) by unemployment and vacancies
in all other areas, because they are ultimately linked through a series of overlapping labor
markets. This expression might be thought impossibly di¢ cult to solve as, if we have 10,000
wards, it has 10,000 equations in 10,000 unknowns. But, under reasonable conditions, and
namely j�j < 1, (8) is a contraction mapping, in which case it can be solved iteratively and
economically to obtain Ab.
A useful result that can be obtained from (8) is that Ab is homogeneous of degree =(1+

�) in U and V , and this relates to the returns to scale in the matching process. In particular,
when  = 0, the matching process displays constant returns. =(1 + �) > 0 would imply
increasing returns to scale. This can be seen more clearly in the special case in which areas
are isolated, so that fab = f > 0 for a = b, and fab = 0 for a 6= b. In this case it can be
shown that the number of applications per vacancy in an area can be written as a function
of the U-V ratio in the area and the overall level of vacancies (though one could also re-write
it as a function of the total level of unemployment):

lnAb =
1

1 + �
ln

�
Ub
Vb

�
+



1 + �
[ln (Vb) + ln(f)] : (9)

As the vacancy out�ow rate in an area depends on the number of applications per job in that
area, expression (9) implies a relationship between the vacancy out�ow rate, the local U-V
ratio, and the level of vacancies, which is very similar to the log-linear matching function
usually estimated in the literature (see Petrongolo and Pissarides, 2001). When  = 0 the
number of applications per job only responds to the ratio of unemployment to vacancies, and
is not a¤ected by the size of the labor market, represented by Vb, implying constant returns.
To summarize, one can think of our model as having three key parameters:
2While we are only taking into account horizontal heterogeneity between workers and jobs, represented

by distance, this model could be generalized to allow for some form of vertical heterogeneity between jobs at
di¤erent locations. For example, workers at all locations positively value the wage attached to a job o¤er,
and thus, other things equal, receive higher utility from applying to jobs in high-wage areas than to jobs in
low-wage areas. In this case one could have fab = exp(�e�dab) + �wb, where wb denotes destination-speci�c
characteristics, and � is the associated e¤ect on utility. While local wages are the most natural proxy for
wb, at the moment we do not have access to earnings information at the ward level, and thus simply model
the attractiveness of a location as a function of the distance to that location.
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� �, the cost of distance;

� , the returns to scale of the matching function;

� �, the congestion parameter, that measures how much workers are deterred from ap-
plying to jobs where they expect a large number of applications.

One might also notice that (8) also contains a �constant�, c. But, one can normalize this
to one without loss of generality as the number of applications per vacancy is not something
that is actually observed, just a theoretical construct. This also means that it makes no
sense to actually discuss the computed number of applications per vacancy as a guide to
whether the model is �plausible�or not. What is observed is the actual number of matches
that we posit to be related to the number of applications per vacancy - we next turn to that
relationship.

3.2 From applications to job matches

We use the vacancy out�ow in an area as a proxy of job matches, and we express the vacancy
out�ow rate as a function of the number of applications per vacancy, i.e.

E

�
Mb

Vb

�
= 	(Ab); 	0(�) > 0: (10)

Various functional forms have been used in the literature for estimating 	, based on possible
microfoundations of the matching function and empirical tractability. The simplest way to
justify a matching function like (10) is to think of an urn-ball problem,3 in which �rms play
the role of urns and applications the role of balls. Because of a coordination failure, a random
placing of the balls in the urns implies that some urns will end up with more than one ball
and some with none. Thus an uncoordinated application process will lead to overcrowding
in some jobs and no applications in others.
Conditional on receiving an application, a vacancy may still remain un�lled if one allows

for worker heterogeneity and thus the possibility that the applicant may not be suitable for
the job. We denoted by p(Ab) = A

��
b the probability that a given job applicant is selected

for the job. Thus the probability that a given vacancy is not �lled by any applicant is
(1 � A��b )Ab, and the vacancy out�ow rate is Mb=Vb = 1 � (1 � A��b )Ab. For small enough
A��b , (1� A

��
b )

Ab ' exp(�A1��b ), and thus we estimate

Mb

Vb
= 1� exp

h
� exp(�)A1��b

i
+ eb (11)

3See Butters (1977) and Pissarides (1979) for early microfoundations of the matching function based on
an urn-ball model.
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where we have added a non-negative multiplicative constant exp(�) and an error term eb:

The term exp(�)A1��b represents the continuous-time hazard at which vacancies are �lled.
Alternatively, a simple log-linear speci�cation can be estimated, i.e.

Mb

Vb
= exp(�)A1��b + eb: (12)

The nice feature of the urn-ball speci�cation is that it ensures a the vacancy out�ow rate
between 0 and 1, while this is of course not imposed by the log linear speci�cation. However,
in the log linear speci�cation has the advantage to yield a constant elasticity of the vacancy
out�ow with respect to the number of job-seekers and vacancies, and this property allows us
to more easily assess the returns to scale in matching. As we will note below, the results are
virtually identical with the two speci�cations.
In both of these speci�cations one can see that the normalization of the number of

applications discussed above is, indeed, without loss of generality. If one changed the
normalization one would simply change the parameters relating the number of applications
to the vacancy out�ow and the overall �t of the model would be the same.
One might wonder about the relationship between our model of the job search process

that is based on vacancies receiving a number of applications and then, possibly, choosing
one of the applicants and the more common modelling strategy in which there is an arrival
rate of job applicants and the �rst acceptable one is chosen. However, one could reinterpret
the number of applications in our modelling strategy as a decision about the rate at which
to apply for jobs and there is then the distribution of these applications over vacancies in
di¤erent areas. That would also lead to a speci�cation that related the out�ow rate to the
number of �applicants�but the number of applicants should be re-interpreted as the rate at
which job applicants apply to the �rm.
Whether estimating (11) or (12), Ab is implicitly de�ned by (8), and thus �, �,  are

further parameters to be estimated. In practice we estimate (11) and (12) by maximum
likelihood, and at every iteration of the maximization solve the contraction mapping in (8).4

Our overall approach has some similarities to the way in which economists in Industrial
Organization have modelled markets. One think of a �product�as being a job in a particular
area. Compared to most applications we have a very large number of �products�but we
also have some a priori information on which of these products are the closest substitutes
based on geographical distance. Consumers are also di¤erentiated - in our application, this
is by space, the same di¤erentiation of the products though there is nothing inevitable about
this. One can think of our information on unemployment and vacancies as being information
on the level of demand by di¤erent types of consumers and the level of supply of di¤erent
products. Our variable �applications per vacancy�functions rather like a price in the sense

4Again, to avoid dropping observations with zero out�ows, both (11) and (12) are estimated in levels
instead of logs.
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that greater applications discourage consumers from purchasing a product of a particular
type and encourage them to take their demand to other products. Our outcome variable -
the number of matches - can be thought of as representing the market outcome in a quantity
space. The equation we estimate is essentially a reduced-form equation for the quantity
traded as a function of the demand and supply fundamentals. One hopes to retrieve the
estimates of the demand functions because of the assumption that the supply of vacancies
is exogenously �xed. Given this discussion, one might wonder why we do not include an
explicit price - the wage - in the model. By raising the o¤ered wage, employers would be
expected to be able to attract more workers. That would be an interesting extension of the
model but we currently have no data on wages at the ward level, so we abstract from them.

4 Results

Our �rst set of results is based on an urn-ball speci�cation of the matching function, as
shown in equation (11). The working sample is a cross section of English wards for May
2004, which is the �rst month in which we have data on initial stocks and monthly in�ows
and out�ows of both vacancies and unemployment.5

Our estimates are presented in Table 4. All reported standard errors are corrected for
some (arbitrary) structure of spatially correlated shocks.6 In column 1 we model the utility
of a job in b for a worker located in a based on the geographic distance between a and b:
This speci�cation predicts a decay of the job matching utility with distance at an exponential
rate 0.26. This is consistent with relatively fast decay of matching utility with distance. For
example, the attractiveness of a job to a job-seeker falls by 3.6 times whenever one moves
the job 5 km further a�eld from the job-seeker�s location. The estimate of  is negative and
signi�cant, implying decreasing returns in matching. The congestion parameter � is positive
and highly signi�cant, implying that the probability of being selected for a given job opening
falls with the number of applicants, with an elasticity of 0.67. As a corollary, job-seekers
respond to strong job competition in a ward by reducing applications to that ward. The
elasticity of the vacancy �lling hazard with respect to applications is given by 1 � � (see
equation (11)), thus vacancy duration falls by 33% when the number of applications doubles.
To determine the returns to scale in the matching function, recall that Ab is homogeneous

5Due to computing power limits, we have not yet estimated our job application model on the full sample
period available. But we have estimated the model separately for a few single months at the beginning of
the sample period, obtaining very similar results as for May 2004.

6In particular, we assume that spatial correlation across wards decays at rate � with ward distance or
commuting cost. In particular, the estimated variance-covariance matrix of the parameters is given bybV = b�2( bX 0 bX)�1( bX 0b
 bX)( bX 0 bX)�1, where b�2 is the sum of squared residuals divided by the number of
observations, bX is the matrix of partial derivatives of the regression function with respect to right-hand side
variables, and the spatial correlation matrix b
 is proxied by exp(�b�D); where D is given by the distance or
commuting cost matrix, according to speci�cations, and b� is the associated parameter estimate.
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of degree =(1 + �) in U and V . Thus the returns to scale can be obtained multiplying by
=(1 + �) the elasticity of matches with respect to applications. Such elasticity is equal to
(1�Mb=Vb)=(Mb=Vb) exp(�)A

1��
b , and can be computed using estimates of �, � and predicted

values for Mb=Vb and Ab. The sample average of this expression equals -0.063, implying a
returns to scale estimate of 0.937. Thus returns to scale are mildly decreasing.
Column 2 tries to assess whether job applications are a su¢ cient statistics for describing

local job matches. In other words we test whether local unemployment still retains some
explanatory power on local job matches, once one controls for applications per job. Thus we
estimate the following urn-ball matching function:

Mb

Vb
= 1� exp

�
� exp(�)A1��b

�
Ub
Vb

��1�
+ eb;

where Ab is obtained from the contraction mapping (8) and the local unemployment to
vacancy ratio is included as an extra regressor in the matching equation. In column 2 we
estimate that the coe¢ cient on the unemployment to vacancy ratio 0.067 and signi�cant.
Although this coe¢ cient is much lower than the coe¢ cient on applications, given by 1�� =
0:263, this �nding would point at a failure of our job application model, namely there are
some local e¤ects in matching that a simple job application model across space fails to
capture.
Similarly as we noted for the log linear matching functions estimated in Section 2, there

may be a problem of division bias here if the vacancy stock is measured with some error,
as it appears at the denominator of both the dependent variable and of one of the right-
hand side variables. The simplest way to address the division bias problem in this context
consists in including the vacancy stock among right-hand side variables, with exponent �2:
This would reveal whether the positive estimated impact of Ub=Vb in column 2 stems from
its numerator or denominator. Column 3 shows that the impact of the Ub=Vb ratio on the
vacancy out�ow rate is slightly reduced, but it is (borderline) signi�cant when one controls
for the total vacancy stock.
In columns 4 we estimate a similar speci�cation to that of column 1, having expressed the

utility of jobs at di¤erent locations as a function of commuting costs that we obtained from
Daniel Graham at Imperial College and have their origins in transport planning. The results
are fairly similar to those based on geographic distance, with the job congestion estimate at
0.7, and again mildly decreasing returns to scale. What di¤ers from column 1 is of course
the estimate of the � parameter, being based on a di¤erent distance metrics. To give an idea
of magnitudes, the attractiveness of a give job is reduced by a half for each extra £ 1 added
to the one-way commuting cost (at 2001 prices).
Next we include the Ub=Vb ratio as an extra regressor in column 5, and both the Ub=Vb

ratio and the level of vacancies in column 6. Again the Ub=Vb ratio retains some explanatory
power on the local matching rate, having controlled for applications per job. Similarly as in
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column 3, such explanatory power is somewhat reduced when once controls for the vacancy
level, but it is still signi�cantly di¤erent from zero.
To compare the relative merits of the job application model with the simple matching

function in vacancies and unemployment only, the speci�cation of column 7 only includes
Ub=Vb as a regressor. The coe¢ cient on Ub=Vb is positive and signi�cant, although the
adjusted R2 is only about 40% of that obtained when estimating the job application model
of column 1. Thus the job application model seems to perform better at explaining the
variation in job matching rates than the simple matching function in unemployment and
vacancies only. Again we try to address any division bias issue by also including the vacancy
stock as a regressor (results not reported), but this hardly a¤ected our conclusions.
In Table 5 we report estimates based on a log-linear, as opposed to urn-ball, matching

function, and the results are very similar to those reported in the corresponding columns
of Table 4. If anything, the congestion coe¢ cient � is now slightly higher, but both the
estimates of the other parameters � and ; and the overall �t of all speci�cations stay virtually
unchanged. From these estimates it is straightforward to obtain the elasticity of the vacancy
out�ow rate to vacancy and unemployment throughout the country. In particular, as Ab is
homogeneous of degree =(1 + �) in U and V , and the elasticity of Mb=Vb with respect to
Ab is constant and equal to 1� �, the elasticity of the matching rate with respect to U and
V is also constant and given by (1 � �)=(1 + �). Using estimates from column 1, this is
equal to �0:061. A wald test on this statistics gives a �2 value of 7.20. This is higher than
the 5% critical value of 3.84, and thus the hypothesis of constant returns is rejected at the
5% signi�cance level. However, the point estimates imply returns to scale equal to 0.939,
thus only very mildly decreasing returns. Using the estimates from column 4, the results are
very similar, with a �2 value of 8.61, and returns to scale of 0.944.
Our estimated model of job applications across space has predictions for commuting

patterns among wards in our sample. In particular, the share of applications to ward b that
come from ward a is given by the number of applications that the unemployed in a send to
jobs in b, divided by the total number of applications received by jobs in b, i.e.

UaNab
AbVb

: (13)

As �rms are assumed to select job-seekers randomly within the pool of job applicants, the
ratio in (13) also denotes the proportion of total matches in ward b that involve job-seekers
from ward a. Thus the number of vacancies in ward b that are �lled by job-seekers in ward
a is given by

UaNab
AbVb

Mb: (14)

Finally one can obtain the distribution of commutes predicted by the model as the share of
workers who live in ward a and work in ward b, for all possible pairs (a; b): Given (14), this
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is equal to
NabMb=AbVbP
b0 Nab0Mb0=Ab0Vb0

: (15)

We draw data on commuting patterns from the Special Workforce Statistics of the 2001
Census. This provides a count of all those who live in one ward and work in another, albeit
with some noise deliberately induced to preserve anonymity in cells with small numbers.
Census data encompass commutes of all workers, while our model is meant to explain the
commutes associated to newly-�lled Jobcentre vacancies. These two concepts of commuting
may not coincide if, for example, workers who move from one job to another tend, on
average, to shorten their commute, or if job-seekers �lling Jobcentre vacancies have di¤erent
commuting patterns from job-seekers who �nd their jobs via other methods.
However, we do have some indirect evidence that this potential concern is not a major

one. The LFS contains data on commuting times for those in new jobs and continuing
jobs and, for those in new jobs, how that job was obtained. Table 6 presents the data on
the average length of commute for these groups. One notices very little variation in the
average commute between the group of workers whom we model �those who have recently
got a job through a Jobcentre �and the whole economy. As the characteristics of workers
in di¤erent categories may di¤er, and they may be related to commuting times, we also
regressed commuting times on the method used to �nd the current job, controlling for age,
gender, region and year (results not reported), and we found no signi�cant di¤erence between
commuting times of those who found jobs via Jobcentres and those who are not on new jobs.
So, we feel justi�ed in comparing the commutes predicted by our model with the data for
all workers.
Using estimates from a job applications model with an urn-ball matching function (col-

umn 1 in Table 4), we estimate that the correlation between actual and predicted commuting
�ows is 0.64. Interestingly, this rises to 0.79 if one excludes �locals� from the sample, i.e.
individuals who live and work in the same ward. Thus our model provides a fairly good
representation of commuting patterns, but it fails to adequately reproduce the behavior of
those who live and work in the same ward. In particular, the model predicts that about
10% of individuals live and work in the same area, while in reality this proportion is about
24%. Thus our model overestimates the number of commuters and it underestimates the
number of locals. This is consistent with the �nding that the local unemployment to vacancy
ratio still plays some role in explaining variations in matching rates, having controlled for
applications per job as predicted by the model. In order to better match the proportion of
locals, a job application model should introduce a discontinuity in fab is correspondence of
a = b.
[Propagation of local shocks - to be done]
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4.1 Conclusions

In this paper we have used high-frequency, geographically very disaggregated data on unem-
ployment and vacancies to investigate the extent to which labour markets are �local�. We
have presented some non-structural estimates in which the probability of �lling a vacancy
is in�uenced by unemployment and vacancies in the surrounding area, though more distant
unemployment and vacancies have a diminishing impact. However, we argued that such
estimates cannot adequately estimate the true cost of distance. We presented a simple job
search model that allows, in a tractable way, to estimate a market process with a very large
number of market segments. Our estimates of that model suggest that the cost of distance is
relatively high. That is, the utility of being o¤ered a job decays at exponential rate around
0.25 with distance (in km) to the job. Also, workers are discouraged from apply to jobs
where they expect a large number of applications, but the associated e¤ect is imprecisely
estimated. Finally, returns to scale in matching markets are estimated to be very mildly
decreasing. The estimated model seems to replicate fairly accurately actual commuting pat-
terns across Census wards, although it tends to underpredict the proportion of individuals
who live and work in the same ward.
Does any of this matter? If residential mobility is costless, one could argue that it does

not. Workers who are unfortunate enough to �nd themselves in an area with few vacancies
would simply up and move to somewhere with better opportunities. But we have evidence
that residential mobility is limited especially for low-skill workers. This seems true in the
US but is likely to be even more so in the UK where residential mobility rates are lower and
those who in subsidized public housing are especially immobile.
There is still extensive work to do, especially on the structural estimates.
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Table 1 
Descriptive statistics on local labor markets. 

 
 

Variable Mean  St. dev. No. Obs.

Unemployment stock 103.7  144.9  539064 
Unemployment inflow 24.9  29.5  539064 
Unemployment outflow 23.7  27.9  539064 
Vacancy stock 46.8  272.1  539064 
Vacancy inflow 32.7  94.2  539064 
Vacancy outflow 33.5  94.8  539064 

 
 
 
 
 
 
 
 

 
 
 
 

Notes. Source: NOMIS. Sample: CAS 2003 Wards in England, May 2005‐December 2009. 
   



Table 2 
Log‐linear matching functions 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

   

(1) (2) (3) (4) (5) (6)
Log  ෨ܸଵ  ‐0.253*** ‐0.117*** ‐0.111***  ‐0.159*** ‐0.119*** ‐0.119***

(0.00324) (0.00381) (0.00196)  (0.00364) (0.00579) (0.00578)
Log  ෩ܷଵ  0.217*** 0.104*** 0.0991***  0.168*** 0.198*** 0.196***

(0.00281) (0.00324) (0.00164)  (0.00763) (0.00948) (0.00831)

ܸ/ ෨ܸଵ   ‐0.840*** ‐0.780*** ‐0.478***  ‐1.562*** ‐0.631*** ‐0.630***
(0.0365) (0.0366) (0.0135)  (0.0203) (0.0333) (0.0332)

ହܸ/ ෨ܸଵ   ‐0.0851** ‐0.0672** ‐0.0510**  ‐0.00194 0.0325 0.0322
(0.0173) (0.0147) (0.00773)  (0.0147) (0.0228) (0.0227)

ଶܸ/ ෨ܸଵ   ‐0.000133 1.28e‐04** 1.71e‐05  7.96e‐05 ‐2.80e‐05 ‐2.60e‐05
(0.00016) (5.98e‐05) (6.34e‐05)  (5.44e‐05) (8.51e‐05) (8.51e‐05)

ଷܸହ/ ෨ܸଵ   ‐9.35e‐05** 4.66e‐05 ‐3.99e‐05  2.97e‐05* ‐9.29e‐05** ‐9.19e‐05**
(4.10e‐05) (3.09e‐05) (2.55e‐05)  (1.74e‐05) (3.66e‐05) (3.66e‐05)

ܷ/ ෩ܷଵ   0.498*** 0.608*** 0.316***  ‐0.0681 0.0401 ‐0.0489
(0.0455) (0.0389) (0.0186)  (0.0530) (0.0805) (0.0545)

ହܷ/ ෩ܷଵ   0.196*** 0.143*** 0.121***  0.0479 0.0453 0.0635
(0.0195) (0.0168) (0.00847)  (0.0476) (0.0614) (0.0485)

ܷଶ/ ෩ܷଵ   ‐0.000749* ‐0.00100*** ‐0.000969***  0.00154*** 0.00519*** 0.00373***
(0.000431) (0.000389) (0.000179)  (0.000599) (0.00120) (0.000830)

ܷଷହ/ ෩ܷଵ   0.000415*** 0.000159*** 0.000176***  0.000116 0.000502*** 0.000400***
(9.99e‐05) (5.18e‐05) (3.77e‐05)  (7.52e‐05) (0.000182) (0.000129)
506017 506017 496909 506017 496798 496909

R‐squared  0.077 0.198 0.194 0.208
Time Effects  No Yes Yes Yes Yes Yes
Ward Effects  No No No Yes Yes Yes
Instruments  No No Vacancy 

Variables 
No
 

Vacancy/ 
Unemploym. 

Vacancy 
Variables 



Table 3 
Log linear and linear matching functions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

  (1)  (2)  (3)  (4)  (5) 
Log  ෨ܸଵ   ‐0.118***       ‐0.114*** ‐0.107*** ‐0.286*** ‐0.253*** 
  (0.004)  (0.031)  (0.025)  (0.014)  (0.015) 
Log  ෩ܷଵ  0.104***  0.100***  0.101***  0.253***  0.238*** 
 

ܸ/ܸ
(0.003)  (0.017)  (0.018)  (0.011)  (0.012) 

෨ଵ   ‐0.777***       ‐0.486*** ‐0.452*** ‐1.130*** ‐0.900*** 
(0.036)  (0.163)  (0.170)  (0.114)  (0.110) 

ହܸ/ ෨ܸଵ   ‐0.067***     ‐0.004  0.0011 ‐0.178*** ‐0.098 
(0.015)  (0.025)  (0.026)  (0.062)  (0.062) 

ܷ/෩ܷଵ   0.623***  0.248***  0.280***  0.927***  0.840*** 
(0.039)  (0.075)  (0.079)  (0.141)  (0.132) 

ܷହ/ ෩ܷଵ   0.144***  0.036  0.033  0.408***  0.311*** 
(0.017)  (0.030) 

 
(0.031) 

 
(0.068)  (0.067) 

       
Observations  506017  506017  528545  7513  7881 
R‐squared  0.1959  0.1814  0.1666  0.0720  0.0670 
Funct. Form  Log‐Linear  Linear  Linear  Log‐Linear  Linear 
Time Effects  Yes  Yes  Yes  Only May 04  Only May 04 
Sample  Non‐zero 

Outflow 
Non‐zero 
Outflow 

All  Non‐zero 
Outflow 

All 



Table 4 
Estimates of a job application model with an urn‐ball matching function 

 

Model:  ݂ ൌ exp ሺെߜ ൈ  ሻ݁ܿ݊ܽݐݏ݅݀ ݂ ൌ exp ሺെߜ ൈ .ݐ݉݉ܿ  ሻݐݏܿ
Reduced 
form 

  (1)  (2)  (3)  (4)  (5)  (6)  (7) 
 ߚ 0.671***  0.737***  0.717***  0.704***  0.774***  0.764***   
 
ߛ

(0.062)  (0.072)  (0.088)  (0.040)  (0.047)  (0.063)   
               

   
‐0.202*** ‐0.250*** ‐0.212* ‐0.204*** ‐0.268** ‐0.244**

  (0.073)  (0.102)  (0.121)  (0.061)  (0.087)  (0.115)
δ  0.259***  0.233***  0.237***  0.769***  0.689***  0.691***   

   
             

       
     
             

             

  (0.038)  (0.046)  (0.045)  (0.098)  (0.116)  (0.110)
Constant ‐0.444*** ‐0.442** ‐0.446** ‐0.524*** ‐0.511*** ‐0.512*** ‐1.052*** 
 
ܷ ܸ⁄

(0.195)  (0.229)  (0.221)  (0.153)  (0.089)  (0.185)  (0.029) 
0.067***  0.052** 0.072**  0.065**  0.121*** 

  (0.008)  (0.026) (0.007)  (0.026)  (0.014) 
ܸ   ‐0.016 ‐0.008

  (0.025) (0.027)
Observations  7881  7881  7881  7881  7881  7881  7881 
Adjusted         
R‐squared 

0.0714  0.0715  0.0715  0.0655  0.0656  0.0656  0.0283 

 
   



Table 5 
Estimates of a job application model with a log‐linear matching function 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

   

Model:  ݂ ൌ exp ሺെߜ ൈ  ሻ݁ܿ݊ܽݐݏ݅݀ ݂ ൌ exp ሺെߜ ൈ .ݐ݉݉ܿ  ሻݐݏܿ
Reduced 
form 

  (1)  (2)  (3)  (4)  (5)  (6)  (7) 
 ߚ 0.735***  0.790***  0.775***  0.761***  0.819***  0.764***   
 
ߛ

(0.049)  (0.057)  (0.070)  (0.032)  (0.038)  (0.063)   
               

   
‐0.196*** ‐0.247** ‐0.212* ‐0.199*** ‐0.264*** ‐0.241**

  (0.072)  (0.102)  (0.121)  (0.061)  (0.087)  (0.115)
δ  0.268***  0.239***  0.242***  0.782***  0.699***  0.811***   

   
             

       
   

  (0.039)  (0.047)  (0.046)  (0.099)  (0.118)  (0.050)
Constant ‐0.747*** ‐0.739*** ‐0.741*** ‐0.805*** ‐0.794*** ‐0.795*** ‐1.223*** 
 
ܷ ܸ⁄  

(0.152)  (0.180)  (0.175)  (0.121)  (0.149)  (0.147)  (0.024) 
  0.055**  0.044    0.059***  0.053**  0.099*** 

 
ܸ 

  (0.007)  (0.021)**    (0.006)  (0.021)  (0.012) 
  ‐0.012    ‐0.006

      (0.020)      (0.022)
Observations  7881  7881  7881  7881  7881  7881  7881 
Adjusted         
R‐squared 

0.0713  0.0717  0.0717  0.0654  0.0656  0.0656  0.0284 



Table 6. 
Average commuting times in the UK. 

 
    Mean  Std. Dev.  No. Obs. 

Not on new job  24.5  22.2  612787 
On new job, found via:

 
 

       
  Reply to advert  24.5  21.6  16059 
  Job centre  24.5  20.2  4491 
  Careers office  30.2  26.1  453 
  Jobclub  25.6  25.6  61 
  Private agency  34.6  26.4  4859 
  Personal contact  23.2  23.0  15523 
  Direct application  22.4  21.7  9646 
  Some other method  27.7  26.7  5618 
Total  24.5  22.3  669497 

 
 
 
 
 
 
 
 
 
 
 
 
 
Notes. Figures  report one‐way daily commuting  times  (in minutes). New  jobs are defined by  tenure up  to  three months. Source: Labour Force 
Survey, 1993‐2007. 
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