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Abstract

This study measures the effect of the amount of working hours on workers’ health status

and health behaviors. To deal with the endogeneity of the number of hours worked I use a

quasi-experiment: the change in the legal maximum workweek hours in France enacted in

1998. The estimated effects, while moderate, are all consistent with the idea that less working

hours improves health behaviors. In particular, this paper shows that a reduction of working

time is associated with a drop in the probability of smoking, in alcohol consumption, and in

physical inactivity. I do not find a direct effect of working time on health status measures

(self-assessed health status and an index of vital risk), probably because I only capture short-

run effects. However, since health behaviors directly affect future health outcomes, we should

expect a long run effect of the number of hours worked on individual’s health, through these

changes on health behaviors.
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‘’...mutual emulation and desire of greater gain

frequently prompted them [workers]

to over-work themselves, and

to hurt their health by excessive labour‘’.

An Inquiry into the Nature and Causes of the Wealth of Nations.

Adam Smith, 1776.

1 Introduction

There is evidence that work affects health. A quick look at the data from the fourth European

Working Conditions Survey (EWCS) reveals that around 30% of workers in the European

Union think that their health is at risk because of their work, and that the larger the number

of hours worked the greater is the share of employees who agree with it (Figure 2).

Many studies try to estimate the impact of work on health, however the estimated sign

of this effect is ambiguous. On the one hand, some studies support the idea that work is

good for health, showing for instance that non-working individuals are often found to have

poorer health than the working population (Langeland, 2009). On the other hand, some

studies emphasize the negative effect of work on individual’s health (Sparks, Cooper, Fried,

and Shirom, 1997), and recent literature -starting with Ruhm (2000)- suggests that aggregate

health indicators improve when unemployment increases.

The existence of this ambiguity in the estimated effect can be related to the fact that

there are some weaknesses in previous studies that can bias the results. First, research in the

health economics literature has not been able to find a causal effect of work on health, since in

most cases there is an endogeneity problem because of reverse causality -working hours affects

health but also health affects working hours- or third omitted factors that might influence

health and working hours at the same time.1 For instance, in those studies supporting the

idea that individuals working more hours are healthier than those working less, the results

may be driven by healthier people being able to work longer hours and those with ill health

having to work less hours, rather than more working time leading to better health (see Section

2.1 for more detail). Second, in the previous literature the effect of more hours worked has

not been isolated from the income effect usually associated to the change in time devoted to

work.2 Third, in some studies the effect of work on health along the intensive margin (work

1Two possible exceptions are the work of Xu and Kaestner (2010) about health and business cycles and the

paper of Ruhm (2005) about health changes during macroeconomic downturns.
2Income is a fundamental variable in health–related aspects. For instance, low income individuals tend to

consume food with low nutritional value because it is cheaper than healthy meals. Also sports require spending
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more hours) has not been disentangled from the effect of work on health along the extensive

margin (participation into the labor force), and both effects could go in opposite directions.

The purpose of this project is to study the causal effect of working hours on worker’s health

status and health lifestyle behaviors. I will address the three issues mentioned above, in order

to be able to find an estimate that reflects a causal relation.

The identification strategy will be based on using a quasi-experiment: the change in the

legal maximum workweek hours in France enacted in 1998 (Aubry Law). This law reduced

the maximum number of hours worked from 39 to 35 per week with almost no decline in

workers’ income. The law was first implemented in firms with more than 20 employees and

two years later in smaller firms. By using this natural experiment, I will be able to answer the

question of whether an exogenous reduction in the number of working hours led to changes

in health status and/or in health behaviors for individuals who were working more than 35

hours. Notice that I will focus on the number of hours worked, and I will only deal with

working individuals, since the interest here is to assess the effects of working hours on health

looking at the intensive rather than at the extensive margin of working time.

The mechanisms driving the impact of work on health are manifold. For instance, work

can give an individual a sense of purpose and satisfaction, which is an important determinant

of mental health. On the other hand, the number of hours worked can also affect mental and

physical individual’s health by producing stress, fatigue, muscular pain, etc. Also, unhealthy

lifestyle behaviors can increase when non-working time decreases. Hence, people working

more hours might be more likely to smoke, do less physical activity, have poor eating habits,

and poor medical examination (Maruyama, Kohno, and Morimoto, 1995), which altogether

affect the level of health stock. I will study the effect of working hours on self-assessed health

status, vital health risk index, doctor visits and behavioral risk factors as smoking, alcohol

consumption, body mass index (BMI) and physical activity. Behaviors such as stopping

smoking, moderating of alcohol intake, reducing weight and doing physical activity can cut

down on the risks of developing serious illnesses such as cancer, heart disease, and type 2

diabetes.

The study of the relationship between working hours, health status and health lifestyle

behaviors is important for several reasons. First, it will contribute to the understanding of

the actual opportunity cost of working more hours. Second, results provided by this study

may help in the debate about policies promoting healthy lifestyles behaviors outside and inside

workplaces. Finally, this study will also contribute to a more complete evaluation of the effects

of the Aubry Law on workers’ well-being.3

extra money, which implies that income and physical activity are also correlated.
3There are some studies analyzing the impact of this policy on other aspects of individuals’ welfare, but no one
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The paper is structured as follows. In Section 2 I first present a review of the literature

related to working hours and health. Then I review the literature that uses legal changes in

the maximum hours of work week to study the impact of working hours on different issues.

In Section 3 I describe the data used in the estimations. Section 4 presents the empirical

strategy. In Section 5 I present the results, and finally Section 6 concludes.

2 Literature Review

2.1 Health and Work

Sparks, Cooper, Fried, and Shirom (1997), White and Beswick (2003), and Siegrist and Rodel

(2006) are three comprehensive surveys that review the relation between working hours and

health. Sparks, Cooper, Fried, and Shirom (1997) reviews the existing literature on working

hours both qualitatively and quantitatively, using meta-analysis to examine the relationship

between the length of the working week and health symptoms. Results indicated small, but

significant positive mean correlations between overall health symptoms, physiological and psy-

chological health symptoms, and hours of work.4 It is worthy to note that none of the studies

included in the meta-analysis found a causal effect of working time on health, because the

endogeneity problem of the number of hours worked has not been solved. White and Beswick

(2003) summarizes the literature along with the econometric limitations of previous works

on the relationship between working hours and fatigue, health and safety and work-life bal-

ance outcomes. They conclude that all studies suggest a positive association between working

long hours and fatigue, working time and cardiovascular disorder, and a negative relation

of hours worked and physical health. They also conclude that there is strong evidence that

people perceive that working long hours leads to poor work-life balance. White and Beswick

(2003) emphasize that the main problems in this research concern the inference of causation

and suggest the advantage of implementing a quasi-experiment approach to be able to deal

with endogeneity.5 Van Der Hulst and Geurts (2001) also suggest the utilization of quasi-

experiments studies in order to shed light on the direction of causation with respect to the

includes the effect of this law on workers’ health (Estevão and Sá, 2008; Estevao, Sa, and Street, 2006; Askenazy,

2008).
4Also in the qualitative analysis were found 12 studies that support these findings of a positive relationship

between hours of work and ill-health.
5Regarding this point they say that “the possibility of mediating variables in long working hours literature

analyzed suggests that single causation cannot be established. The likelihood is that multiple causation exists. Lon-

gitudinal or quasi-experimental studies are necessary to further investigate the existence and direction of causation

and to check whether associations hold over time.”
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relationships found in their study about working hours and psychological health. To the best

of my knowledge, my work is the first study that uses a quasi-experiment to study the causal

effect of working hours on health status and health behaviors. Finally, Siegrist and Rodel

(2006) did a review based on 46 studies, published between 1989 and 2006, about the asso-

ciations between psychosocial stress at work and health risk behaviors. The review supports

the hypothesis of a consistent association between work stress and health risk behavior.6

Recent literature -starting with Ruhm (2000)- suggests that aggregate health indicators

improve when unemployment increases. By using United States data for the years 1972-1991

Ruhm (2000) shows that a one percentage point rise in unemployment led to a 0.5-0.6% re-

duction in overall mortality. Similar results were found in a study about 23 OECD countries

over the period 1960-1997 (Gerdtham and Ruhm, 2006). Ruhm (2003) establishes that also

other measures of health improve when the unemployment rate rises. Furthermore, and more

interestingly for the purpose of the present study, Ruhm (2005) found that a reduction in

number of hours worked has a positive impact on health among the United States population.

Specifically, working one hour less per week is associated with a 0.011 percentage point reduc-

tion in smoking, a 0.017 percentage point decline in severe obesity, a 0.036 percentage point

decrease in physical inactivity, and a 0.044 percentage point decrease in multiple health risks.

In this study Ruhm used group average rather than individual values for the variable hours

in order to deal with the endogeneity problem. This last work of Ruhm and the study of Xu

and Kaestner (2010) about health and business cycles are to the best of my knowledge the

only studies in health economics literature that seriously tried to deal with the endogeneity

problem and attempted to find a causal effect of work on health.7

Despite several studies found a negative relation between working hours and health, others

found that work itself is not necessarily bad for individuals’ health. Moreover, numerous

studies have shown that those who are in employment are healthier and psychologically better

adjusted than the unemployed, as in McPherson and Hall (1983).8

6The relatively strongest relationships have been found with regard to heavy alcohol consumption among men,

overweight, and the co-manifestation of several risks.
7Xu and Kaestner (2010) uses an instrumental variables approach. She instrumented the number of hours

worked using as instruments the regional unemployment rates, regional distribution of employment by industry,

and the interaction between these two variables.
8Other studies document the progressive deterioration in health and well-being which tends to follow job loss

and subsequent failure to find work (Jackson and Warr, 2009; Mathers and Schofield, 1998; Morrell, Taylor, and

Kerr, 1998).
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2.2 Changes in working time legislation as quasi-experiments

There are several studies that use working time laws as natural experiments. Evaluations

of the impact of the law reducing working time in France in 1998 focused primarily on the

question of job creation (Estevao, Sa, and Street, 2006; Bunel, 2002; Chemin and Wasmer,

2009b), whereas little attention was paid to other objectives.9 Some exceptions are the works

that studied the effect of this law on family balance (Fagnani and Letablier, 2004), social

interaction (Saffer and Lamiraud, 2008; Estrade, Méda, and Orain, 2001), and some aspects

of workers’ well-being (Estevao, Sa, and Street, 2006). There are also studies that analyze

the employment effects of other laws that modify legal working time. For instance, Crépon

and Kramarz (2002) used the French law implemented in 1982, Raposo and Van Ours (2008)

analyzed the case of Portugal in 1996 and Sánchez (2010) worked with the Chilean law of

2005.10

3 Data

I use data from the National Survey of Health and Social Protection (ESPS: ”Enqute sur la

sant et la protection sociale”), which is representative of the French population. It collects

information on individuals’ health status, access to health care services, health insurance and

economic and social status.

In each wave the complete survey sample includes more than 8,000 households and 22,000

individuals. Until 1997 it was realized annually, and it became biannual in 1998. The ESPS

is a panel survey where each individual is questioned every four years. In this study I use

two different waves, one for the pre-treatment period (1998) and other for the post-treatment

period (2002).

Using these two waves it was possible to merge information for 9240 individuals. Since the

purpose of my study is to assess the impact of hours worked on health related variables, I re-

strict the analysis to the population of employed individuals aged 18 to 61 in 1998. I excluded

from the sample individuals whose occupational category was “cadres d’entrepise”, because

this group includes the upper-level managers for whom the Aubry law was implemented in a

particular way.11 Then, and keeping only those individuals for whom the information related

9Brunhes, Clerc, Méda, and Perret (2001).
10Similar studies were done exploiting changes in working time legislation in Canada, Brazil, Germany and

Sweden.
11The category “cadres d’entrepise” includes company employees with important responsibilities in the manage-

ment of enterprises. For more detail see Nomenclature des Professions et Catgories Socioprofessionnelles (PCS),

category number 36; INSEE.
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to the implementation of the Aubry law in the firm where the individual work was correctly

answered, I end up with a sample of 1887 individuals in each wave.

3.1 Description of variables

I use three types of variables: (1) health related variables, (2) socio-economic and demograph-

ics variables, and (3) a variable related to the 35-workweek hours law. The health related

variables are the outcome variables of my estimations. In this set I have information about

self-assessed health status, vital risk, smoking, body mass index (BMI), physical exercise

and alcohol consumption. The socio-economic and demographics variables include data on

worker’s skills, education, income, sex, age, region of residence, marital status, family size,

health insurance and number of hours worked. Finally, I also use a question about the imple-

mentation of the 35-workweek hours law in the firm where the employee works. A detailed

description of each variable is presented in Appendix, Section 7.1.

In Section 7.2 of the Appendix, Tables 9 and 10 exhibit the summary statistics for socio-

demographic variables and health-related variables respectively. Table 9 shows that 43% of

individuals in the sample used are women and around 80% are living in couple. In 1998 the

average age was 38 and 27% of these workers were high skilled. This year the average working

hours was 38.6, but because of the legal reduction of working time this mean was 36.4 hours

in 2002. See Appendix Table 10 for the statistics of health–related outcomes.

4 Empirical Strategy

4.1 Institutional framework: The 35-workweek hours law

To estimate the effect of the number of hours worked on individuals’ health, I will work with

a quasi-experiment: the French workweek hours law enacted in June 1998. This law, known

as the Aubry Law12, required a reduction -from 39 to 35 hours- in the legal length of working

hours for full time workers.

The objectives of the law. The main objective of the Aubry law was to improve the

employment situation through work sharing. It was enacted at a time when unemployment

rate in France was very high (close to 12%). The idea of improving social well-being through

reducing working week was not a priority in this case. 13 This means that in this study there

12The reduction of the workweek was implemented through two laws: Aubry I and Aubry II. These laws were

named Aubry laws because Martine Aubry was the Labor Minister at that time.
13One of the arguments commonly used to justify reductions in working hours is that it may improve workers’
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is no possible endogeneity of the intervention policy.

Timing of implementation. The law was first announced in June 1998, and the timing

of the implementation was different depending on the size of the firm. The first deadline for

the implementation of the law was for large firms (companies with more than 20 employees),

on February 2000. The law gave 2 more years (January 2002) to reduce the workweek in firms

with 20 or less employees. It was also more flexible with small firms by reducing the overtime

premium and increasing their annual limit on overtime work (Askenazy, 2008).

Type of employment affected by the law. At the beginning the Aubry law only con-

cerned private employers. However, it was finally partially implemented in the public sector.

In fact, in most central administrations including ministries, the 35 hours were fully applied.

An special treatment was given to managers, who had more flexibility in the negotiation of

hours. In particular, directors were fully exempt from the 35-hour workweek.

Effects on salaries. Employees were expected to bear only a small part of the cost of

the working-time reduction, continuing to earn roughly the same monthly income. However,

explicit legislation keeping workers’ monthly income unchanged was introduced only for in-

dividuals earning the hourly minimum wage (Estevão and Sá, 2008). Estimates of basic pay

show that the monthly wage bill in companies applying the law grew by only one percentage

point less than in similar companies (Passeron (2002) and Askenazy (2008)). In order to

give incentives for the implementation of the law, the government provided subsidies to those

enterprises who implemented the 35-workweek law by reducing social security contribution.14

Actual implementation of the law. The parameters pushing the adoption of the

Aubry’s law weakened considerably since 2002, after the socialist government lost the general

elections. So, because of the transition period for the small firms and because of at least one

fourth of the public workforce (teachers, researchers etc.) have experienced no reduction in

working time, the Aubry law was never fully applied in France (Askenazy, 2008). Therefore,

the implementation of the law has been essentially carried out by companies with more than

20 employees. By the end of June 2002, 46% of companies with more than 20 employees had

applied the 35-hour week, compared to only 12.1% of companies with 20 employees or less. In

welfare by increasing non-work time. This was the main goal of previous working-time regulations implemented in

France, but it was not in the Aubry’s law.
14Askenazy (2008) considers that on average, the 35-hour week has been a financially-neutral proposition for

most companies. However, he highlighted that it is more difficult to assess the net cost of the law for the public

finances. The Ministries of Labor and Finance presented an estimation of the impact of the 35-hour week. For

instance, it reported that in 2002 the net cost of the 35-hour week fall between 200 million and 1.5 billion euros,

equivalent to a tiny 0.1% of GDP, which was shared out between central government and the social-security funds.

However, Askenazy (2008) believes that this method underestimates the overall cost for the State.
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total, 49% of employees benefit from a 35-hour working week, whereas only 14.5% of the total

number of companies have actually implemented it (Srandon (2003) and Boisard (2004)).

4.2 Estimation Method: Differences-in-Differences and 2SLS Instru-

mental Variables

In the paper I use two different estimation methods, depending on the availability of the

outcome variables I am interested in. When I observe the outcome variable for two periods (pre

and post-treatment periods), I use a Differences-in-Differences estimation approach. All the

variables of interest are observed in both periods, except the ones related to physical activity

and alcohol consumption, that were collected only in the post-treatment period (2002). For

these two variables, I use an instrumental variables strategy (more details in Subsection 4.2.4).

4.2.1 Definition of Pre and Post-treatment Periods

Because the law was first enacted in June 1998, this year is defined as the pre-treatment

period. On the other hand January 2002 was the deadline for the implementation of the law

for the last group of firms, the smaller ones. Therefore, in this analysis the year 2002 will be

considered as the post-treatment period.

4.2.2 Definition of Treatment and Control Groups

As it was explained before, the Aubry law was never fully applied and its implementation

was essentially carried out by large firms.15 Therefore, depending on whether the individuals’

firms adopted or not the law we can separate them into two groups: treatment and control.

The treatment group includes individuals who were working more than 35 hours per week in

1998 and were working in institutions that implemented the 35-workweek law. On the other

hand, those individuals already working 35 hours or less before the law, either in institutions

that implemented the 35-workweek law or not, belong to the control group.16 In this group

there are also individuals working in institutions that did not implemented the 35-workweek

law (see Table 1).

15Mainly because of: (i) the different timing in the implementation of the law depending on the size of the firm,

(ii) the weakness of the enforcements since 2002, and (iii) the fact that the law was more flexible with small firms.
16It is worth noticing that in order to ensure more homogeneity between individuals I only use employees whose

workweek length was between 30 and 48 hours in both years (48 hours is the legal limit of weekly overtime in

France). By this way we also can be more confident that the behavior of the control group, after controlling for

individuals observable characteristics, can be taken as the counterfactual for the behavior of the treated group in

the absence of this exogenous reduction in the number of hours worked.
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In order to identify whether an individual is in the control or in the treated group I use

two questions of the ESPS survey: one to identify if the individual works in an institution

that applied the law and other related to the number of hours worked before the law. A

convenient feature of the ESPS survey is that in 2002, and only for that year, it included a

question related to the 35 hours law. More precisely, each worker answer whether or not the

firm where she works implemented the 35-workweek hours law. 17

Table 1: Classification of Treatment and Control Groups

Workweek length in 1998

35 hours or less More than 35 hours

Work in institution Yes Control Treatment

that implemented the law No Control

I use these two groups (control and treatment) in order to identify the effect of the change in

working hours on individuals’ health and health behaviors, by using a differences-in-differences

approach.

4.2.3 Differences-in-Differences Specification

The basic idea of the DID estimation is that the behavior of individuals in the control group

gives information about how individuals in the treatment would have behaved if they had

not been “treated” by the law. Thus, the effect of interest can be captured by the difference

between the outcome of the treatment group after the law and before the law, and the corre-

sponding difference for the control group. Because I am using a panel data, I can also control

for individual fixed effects.

The regression specification is

Yi,t = β0 + β1 ∗ τ + β2(treatment ∗ τ) + β3 ∗Xi,t + ηi + εi,t, t=1998, 2002

where: Yi,t is the health outcome variable for individual i at time t (see Section 3 for more

detail); the variable treatment takes the value 1 if the individual is in the treatment group

and 0 if it is in the control group; the variable τ takes the value 0 if the year is 1998 and 1

if the year is 2002; Xi,t is a vector of control variables, and ηi denotes the individual fixed

effects. The parameter of interest is β2.

17As far as I know, nobody has used this question of the ESPS survey to analyze impacts of the Aubry law.
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4.2.4 2SLS Instrumental Variables

As I explain in subsection 4.2, the ESPS survey did not record information about physical

activity and alcohol consumption until 2002. Thus, for these health behaviors I only have

data for the post-treatment period and I can not use the DID approach. In order to estimate

the effect of working time on these two health behaviors I use a 2SLS instrumental variables

approach.

In order to identify whether an individual is in the control or in the treated group I use

two questions of the ESPS survey: one to identify if the individual works in an institution

that applied the law and other related to the number of hours worked before the law. A

convenient feature of the ESPS survey is that in 2002, and only for that year, it included a

question related to the 35 hours law. More precisely, each worker answer whether or not the

firm where she works implemented the 35-workweek hours law. 18

For each individual I instrument the number of hours worked using: (1) a dummy variable

that is equal to 1 if the 35-workweek hours law was implemented in the firm where the indi-

vidual works, and 0 otherwise; (2) the average number of hours worked in 2002 by individuals

in her occupational category. Results for the first stage of the 2SLS estimation are shown in

Appendix, Table 11. These results show that the instruments used are relevant in that they

exhibit strong correlation with the instrumented variable.

5 Results

5.1 Validity of Control and Treatment Groups

Before I present the results of interest, I briefly describe the characteristics of treatment and

control groups. In this section I show the outcomes of some checks I have done in order to

insure the validity of both groups.

In the selected sample there are 535 individuals in the control group and 1,352 in the

treatment group. Because each person is observed in both periods (pre and post-treatment

years), in the whole sample there are 3,774 observations at the individual level.19

To assess the existence of differences in observable characteristics among individuals in the

18As far as I know, nobody has used this question of the ESPS survey to analyze impacts of the Aubry law.
19Because of the existence of some missing values in the variables used, the number of observations in the

regressions results is smaller than 3,774. The variable with the greater number of missing values is the income

variable. As a robustness check I have run regressions where imputed the missing values of the income variable by

the amount observed for the same individual in the other wave, if any. The results remain robust to these checks.
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treatment and those in the control group, I have done a test for mean differences between

both groups. Table 2 shows the sample means of the control and the treated group before

the law was implemented. As we can see, before the law came into effect (1998) control and

treatment groups had similar observed characteristics. This is a good signal for the validity

of the assumption that in the absence of the law the temporal effect would be the same for

both groups.

The last column of this table show the results of the test for mean differences between both

groups. There are differences only on two variables, sex and number of hours worked. Both

differences are explained for the same reason: in the treatment group we only have employees

working more than 35 hours per week in 1998, but in the control group we also have those

individuals working between 30 and 35 hours. Therefore, it is not surprisingly that the mean

of the workweek length would be lower in the control group. And also, because on average

women work less hours than men we also should expect a larger proportion of women in the

control group. It is worthy to notice that these two differences are not a problem because

my estimations control for sex differences. For the rest of the variables, the test of mean

differences are not rejected, which means that before the law was implemented the differences

between the observable characteristics of individuals in both groups were not significantly

different from zero.
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Table 2: Test for the difference between means: Treated and Control Comparison for 1998.

Control Treated Mean Difference

(1) (2) (3)

Female 0.529 0.388 0.141398***

(0.500) (0.487) (0.0250723)

Age 37.76 38.24 -0.4789374

(8.983) (8.715) (0.4490627)

Education 2.471 2.509 -0.0374544

(0.964) (0.943) (0.049065)

In couple 0.837 0.817 0.0200755

(0.369) (0.387) (0.0194992)

Family Size 3.422 3.391 0.0318974

(1.256) (1.238) (0.0635089)

Health status, self-reported 8.486 8.485 0.0011409

(1.223) (1.332) (0.074408)

Life Risk Index 1.509 1.451 0.0584088

(0.991) (1.033) (0.0575242)

Smoking (yes-no) 0.327 0.315 0.0118651

(0.47) (0.465) (0.0263067)

BMI 24.04 24.15 -0.110128

(3.935) (3.487) (0.2054478)

Hours worked 36.85 39.35 -2.497905***

(4.082) (1.687) (0.132811)

Stars show statistical significance of differences in proportion of the referred variable, between the control group and the

treatment group. * Significant at 10%; **significant at 5%; *** significant at 1%.

Note: In columns 1 and 2 cells contain means and parentheses contain standard deviations. In column 3 cells contains mean

difference between control and treatment groups, and parentheses contain standard errors.
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I also check that the individuals in the treated group were effectively treated by

the policy and that the law did not affect the number of hours worked by individuals

in the control group.20 Figure 1 shows the distribution of the workweek length in

the pre-treatment year (1998) and in the post-treatment year (2002) for both groups

(control and treatment). As we can see, for the control group the distribution of

hours almost did not change between years, meanwhile in the treatment group the

distribution of hours was clearly displaced to the left.

Figure 1: Distribution of number of hours worked, 1998 and 2002. (Whole sample)

The same effect is observed in the regression results shown in Table 3. In column

1 of this table the DID parameter (interaction between the time variable and the

treatment variable) shows that on average individuals in the treatment group worked

3.5 hours less because of the law. The effect was greater for female, with a reduction

of 3.8 hours (-3.1 for male), and for low skilled workers (-3.9 vs. -3.5 for high skilled).

20In addition I checked that there was not effect of the law on worker’s income. I check it by running a DID

regression where the dependent variable is income. The DID parameter estimated shows that the effect of the

workweek reduction on income is not statistically different from zero. For more detail see Appendix, Section 7.4.
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Table 3: Differences-in-Differences Regression Estimates. Outcome variable: Hours worked per

week

Hours, all Hours, women Hours, men Hours, low skill Hours, high skill

(1) (2) (3) (4) (5)

Treated*Time -3.479 -3.810 -3.062 -3.869 -3.535

(.198)∗∗∗ (.289)∗∗∗ (.259)∗∗∗ (.491)∗∗∗ (.230)∗∗∗

e(N) 2978 1302 1676 903 2075

* Significant at the 10%; **significant at the 5%; *** significant at 1%.

Regression includes as control variables: age, age squared, dummy for gender, level of education, income, dummy for

skills, marital status, family size, region dichotomous variables, and a dummy variable for extra-health insurance.

Parentheses show the standard errors clustered at individual level.

5.2 Effect of working hours on health

As I explain in Section 4, in order to analyze the effect of working hours on health

status and health behaviors I use two methodological approaches. For those variables

I have information in both waves (pre and post-treatment periods) I use differences-in-

differences (DID). For those variables I only have information in the post-treatment

period (sport and alcohol consumption), I use an instrumental variables approach

(2SLS). When DID estimation is used, the parameter of interest is the corresponding

to the “interaction between the treatment variable and the time variable”. In the case

of IV estimations we are interested on the parameter of the instrumented variable

“hours”.

I also show the results of a simple OLS regression that uses working hours as control

variable, with the intention of showing the bias of the estimated effect of working time

on health related variables when we directly include the number of hours worked as

regressor. To see the magnitude and the sign of this bias, I compare the simple OLS

estimation results with those estimated by DID and 2SLS. Thus, in each one of the

following tables two regressions for the same dependent variable are shown. The

first column shows the results of the OLS regression that includes hours worked as

regressor, and the second one presents the estimation of the DID specification or the

IV strategy, depending on the case.21

21In this section I only present the difference-in-difference results using OLS estimations. However I have also
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The tables I present in this Section only show the parameters of interest.

5.2.1 Effect on Health Behaviors

Smoking consumption

Smoking is highly correlated to individual’s health. In fact, it is responsible for

high rates of disease and death. It is a risk factor for lung cancer, head, neck and

throat cancers, heart disease, stroke, chronic respiratory disease and other conditions.

Therefore, it is of relevance to estimate the impact that the number of hours worked

could have on this unhealthy behavior.

Table 4: OLS and DID Regression Estimates. Outcome variable: Smoking status

OLS DID

(1) (2)

Hours .004

(.003)

Trated*Time -.043

(.023)∗

e(N) 2615 2615

* Significant at the 10%; **significant at the 5%; *** significant at 1%.

Regression includes as control variables: age, age squared, dummy for gender, level of education, income, dummy for skills,

marital status, family size, region dichotomous variables, and a dummy variable for extra-health insurance. Parentheses show

the standard errors clustered at individual level.

Table 4 reports the results of the estimated effect of working hours on smoking

probability. In the regressions the RHS variable is a dummy variable that takes value

one if the individual reported that she smokes and it takes value zero if she does not.

By only observing the results of a simple OLS estimation that includes working

hours as regressor we would conclude that working time does not affect the proba-

bility of smoking. However, the DID estimation shows that actually the number of

hours worked has a positive impact on the smoking probability. As we can see in

the second column of Table 4, the estimated value of the DID parameter is negative

run probit regressions for smoking probability, and ordinal probit regressions for categorical variables (self-assessed

health status and index of vital risk). Despite degrees of significance are lost in some cases, in general the results

are robust to these changes and none variation in the sign of the estimated effect is observed.
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and significantly different from zero. Remember that the law reduced the number of

hours worked, therefore a negative parameter in the DID specification means a posi-

tive correlation between the outcome variable and the number of hours worked. The

point estimate in the DID regression is -0.043, which means that after the workweek

reduction (3.5 hours on average) the probability of smoking decreases by 4,3%.

Body Mass Index (BMI)

For adults, obesity is a risk factor for many chronic diseases including hyperten-

sion, Type 2 diabetes, gallbladder disease, coronary artery disease, osteoarthritis, and

certain types of cancer.

Table 5: OLS and DID Regression Estimates. Outcome variable: BMI

OLS, whole sample DID, whole sample OLS, restricted sample DID, restricted

(1) (2) (3) (4)

Hours .014 .015

(.016) (.017)

Trated*Time -.081 -.233

(.116) (.131)∗

e(N) 2592 2592 1304 1304

* Significant at the 10%; **significant at the 5%; *** significant at 1%.

Regression includes as control variables: age, age squared, dummy for gender, level of education, income, dummy for skills,

marital status, family size, region dichotomous variables, and a dummy variable for extra-health insurance. Parentheses show

the standard errors clustered at individual level.

Columns 2 and 4 of Table 5 shows the results of the DID estimation when the

outcome variable is BMI.22 As in the case of smoking probability, the OLS estimation

is again biased towards zero. The estimated effect of the reduction of working time

on BMI is negative, but it is only significantly different from zero for the group of

individuals with a BMI under the median value, which is 24 (this is the ”restricted

sample” on columns 3 and 4 of Table 5). For this particular group, and for treated in-

dividuals, this exogenous reduction in the number of hours worked leads to an average

22The average BMI of the treated individuals in the sample is 24.3 and the median is 24. An individual is

overweight if he has a BMI greater than 25.
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reduction on BMI of almost 0.23 kg/m2. This value means, for instance, a reduction

of 3/4 kg. for an individual of height 1.7 meters.

Alcohol consumption

Excess alcohol consumption over both the short and long term can negatively

influence health. Table 6 shows the estimation results of the effect of working hours

on alcohol consumption. Because in the ESPS survey this information is recorded only

since 2002, I can not use DID in order to deal with the endogeneity of the number of

hours worked. Therefore, for year 2002 I instrument the working hours variable, as it

is explained in Section 4.2.4.

Table 6: OLS and IV Regression Estimates. Outcome variable: Alcohol consumption

Times per period; (1-6) More than 6 galsses; (1-4)

OLS IV OLS IV

(1) (2) (3) (4)

Hours .012 .076 .013 .080

(.015) (.041)∗ (.009) (.026)∗∗∗

e(N) 1203 1203 1021 1021

* Significant at the 10%; **significant at the 5%; *** significant at 1%.

Regression includes as control variables: age, age squared, dummy for gender, level of education, income, dummy for

skills, marital status, family size, region dichotomous variables, and a dummy variable for extra-health insurance.

Parentheses show the standard errors clustered at individual level.

In the first two columns of Table 6 I present the results of the OLS and IV regres-

sions, when the dependent variable is the number of times an individual consumes

alcohol per period of time. This variable is ranged between 1 and 6 (1 if never; 2 if

once a month or less; 3 if 2-4 times per month; 4 if 2-3 times a week; 5 if 4-6 times

a week and 6 if she consumes alcohol every day). In the regressions results showed

in the last two columns of this table the dependent variable reports how often the

individual drinks six glasses or more during a single occasion. This variable is ranged

between 0 and 4 (1 if never; 2 if less than once per month; 3 if monthly; 4 if once a

week; 5 every day or almost).
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As we can see in Table 6, the DID estimates of the effect of working hours on

alcohol consumption is positive and significantly different from zero. This is true for

the number of times the individual consumes alcohol as well as for how often the

worker consumes six or more glasses during a single occasion.

If we compare the OLS results and the IV estimation, we can observe that the

OLS estimator is biased towards zero. For instance, the OLS estimation presented in

column 3 is 0.013 and the IV estimation of the effect of working hours on the same

dependent variable is almost 6 times greater (0.08, column 4).

Physical activity

Research studies report a positive relationship between physical activity and health

such that the most physically active are at the lowest risk of poor health. Physical

inactivity is a modifiable risk factor for a wide range of chronic diseases including

cardiovascular disease, diabetes mellitus, cancer and depression. The research about

this issue shows that compared to people who are physically active, those who report

being physically inactive are also more likely to report their mental health as fair or

poor. Therefore, any impact of working time on the probability of doing sports will

have a direct effect on individuals’ health.

Table 7: OLS and IV Regression Estimates. Outcome variable: Physical activity (sports)

OLS IV

(1) (2)

Hours -.008 -.022

(.005)∗ (.013)∗

e(N) 1209 1209

* Significant at the 10%; **significant at the 5%; *** significant at 1%.

Regression includes as control variables: age, age squared, dummy for gender, level of education, income, dummy for

skills, marital status, family size, region dichotomous variables, and a dummy variable for extra-health insurance.

Parentheses show the standard errors clustered at individual level.

Information related to physical activity is also recorded since 2002, then the effect of

working time on the probability of doing sports is estimated using IV. The dependent
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variable of the regressions results showed in Table 7 is a dummy variable that takes

value one if the individual reports that she regularly does sports at least once a week.

The first column presents the results of the OLS estimation and the second one the

IV estimation.

The 2SLS estimation results show that on average each hour worked reduces the

probability of doing sports by 2.2%. As in the case of alcohol consumption, for the IV

estimation the effect is bigger (in absolute value) than the one estimated by the simple

OLS regression, which means that there is a positive bias in the OLS estimation that

reduce the estimated effect of working hours on the probability of doing sports.

5.2.2 Health Status and Index of Vital Risk

I analyse the effect of working hours on health by using two different measures of

health status, a subjective measure and an objective measure. The first one is the self–

assessed health status variable and the other is the index of vital risk (see Appendix,

Section 3.1 for more detail).

As shown in Table 8, neither when the dependent variable is self-assessed health

status nor when it is the index of vital risk, the estimated DID parameter is signifi-

cantly different from zero. Therefore, it seems to be that in the short run there was

not effect of the reduction of working time on individuals’ health status. It should not

be considered as a contradiction with what we have observed previously for behavioral

factors. Remember that I am analyzing a short run effect, because individuals were

treated for less than 4 years. Therefore, it is more likely to observe changes in be-

haviors than changes in health status. However, because it is expected that behaviors

analyzed here have a direct impact on future health outcomes, in the long run we

should also observe positive changes on health status after modifications in working

time.

The are several potential mechanisms or explanations for the findings on the effect

of working time on health behaviors. For instance, lack of free time is an understand-

able cause for reduced physical activities, and plausibly for unhealthy food habits as

well. Stress and fatigue associated to a large amount of hours worked can be one of
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Table 8: OLS and DID Regression Estimates. Outcome variable: self-assessed health status and

index of vital risk

Self-assessed Health Status Index of Vital Risk

(OLS) (DID) (OLD) (DID)

Hours .010 -.012

(.011) (.009)

Treated*Time -.015 -.039

(.084) (.064)

e(N) 2539 2539 2620 2620

* Significant at the 10%; **significant at the 5%; *** significant at 1%.

Regression includes as control variables: age, age squared, dummy for gender, level of education, income, dummy for

skills, marital status, family size, region dichotomous variables, and a dummy variable for extra-health insurance.

Parentheses show the standard errors clustered at individual level.

the explanations linking working time and smoking or alcohol consumption.

6 Conclusions

In this study I measure the causal effect of working hours on health status and health

lifestyle behaviors. In order to do it, I use a quasi-experiment in order to deal with

endogeneity of the number of hours worked, generated by the presence of omitted

variables and reverse causality between the working hours and health related variables.

The quasi-experiment I use consists in a reduction of the legal maximum workweek

hours in France. This approach have not been used before in studies about the impact

of work on health.

This study is different from others in several issues. For instance, in my analysis

I only use individuals who were employed in both waves, therefore I only study the

intensive margin effect of working time on health. In various previous studies the effect

of work along the intensive margin (work more hours) have not been disentangled from

the effect of work along the extensive margin (participation into the labor force), and

this fact was also responsible of part of the ambiguity in previous estimations of the

effect of work on health. I am also able to isolate the effect of working less hours
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from the effect of income reductions on health, because a nice feature of the law I

use is that it was implemented with almost no changes in employees’ wages. Finally,

this study is different from others because in general previous research have focused

on the health effects of more extreme work hours, such as working over 50 hours a

week, whereas here I analyse the effects on health of what is considered as an standard

number of working hours.

Results show that working time reduction positively affects individuals’ health

behaviors. For instance, the exercise I do shows that for an average reduction of 3.5

hours in working time the probability of smoking decreases by 4.3%. In addition,

alcohol consumption decreases when working time diminishes, and for each reduction

of one hour of work the probability of doing sports increases by 2.2%. I do not find

a direct effect of working time on health status, however it is well known that health

behaviors directly affect health outcomes. For instance, exercising sensibly lower the

risk of conditions like heart disease and diabetes, and unhealthy behaviors such as

smoking and excessive drinking raise the risk of conditions like lung cancer and liver

disease. Therefore, even if we did not find a short run effect of working time on

health outcomes, we should expect a long run effect of the number of hours worked

on individual’s health, through changes on health behaviors.

Because in the short run it is not easy to change health behaviors, the estimated

effects found in this work are not huge. However, the crucial point is that all estimation

results support the same idea that less working hours improves health behaviors, even

when individuals were working less than 48 hours per week.

This study attempts to contribute to the understanding of the actual opportunity

cost of working more hours, in particular the cost related to individual’s health. I

also think that it may help in the debate about policies promoting healthy lifestyles

behaviors outside and inside workplaces. The evidence showed here is of relevant use,

because it established that working time does affect behavioral risk factors. Therefore

it is possible to achieve some health benefits by modifying working time or at least

by being aware of the effects of it on health behaviors and try to implement policies

with the purpose of attenuate the negative effects of working time on individuals’

health. For instance, promoting normal working hours may help prevent unhealthy
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weight gain and thereby obesity, could increase physical activity, cut down alcohol

consumption and reduce the probability of smoking. But also promoting sporting at

workplaces or made available to employees a healthy diet could be useful as well. It is

also useful to know that working time could be an important barrier to change health

behaviors, then every policy promoting healthy lifestyles should take it into account.

In addition, this study also contributes to a more complete evaluation of the effects of

the Aubry Law on workers’ well-being. There are some studies analyzing the impact

of this policy on other aspects of individuals’ welfare, but no one includes the effect of

this law on workers’ health. Finally, it could be the key point to start a research about

the relationship between differences in working time across countries and differences

of health outcomes across them. There is a huge difference in working time across

countries, e.g. Americans work 400 hours more per year than Europeans. Therefore,

if workweek’s length affects health, differences on working time across countries would

contribute to explain part of the variation on health status and health behaviors across

them.

Further research should be done in order to explain the mechanism that lead to

the results found in this study. Also some international comparison could be useful,

because the effects of working time on individuals’ health and health behaviors can

be different across countries and/or can differ depending on the average number of

hours worked. Therefore, it would be nice to do the same analysis for other countries.

For instance, this exercise can be done for a developing country in order to compare

the results with those I find in this study for a developed country. For this purpose it

can be use the case of Chile or Brazil.23 On the other hand, Canada can be used to

compare the results found in two developed countries with different legal maximum

number of hours worked.24

23The Chilenian law reduced in 2006 the number of hours worked, and in Brasil the reduction of working time

was in 1988.
24Meanwhile the French law reduced the workweek from 39 hours to 35 hours, in 1997 Canada reduced it from

44 to 40 hours per week.
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7 Appendix

Figure 2: Share of employees stating that their health is at risk because of their work

Source: Fourth European Working Conditions Survey

7.1 Description of variables used

1. Health–related variables

(a) Self-assessed health status: Health status is assessed by asking the re-

spondents to rate their own health on a scale ranging from 0 to 10, being 10

the optimal value.

(b) Index of vital risk : This index is scaled from 0 to 5. The scores were given

to the individuals by doctors according to their medical file. Practitioners

attribute a level of severity based on expert opinion on the probability of

death in the short or medium term. Value 0 indicates that there is no risk

and value 5 means that individual has a poor prognosis with death within 5

years nearly certain.

(c) Behavioral risk factors

• Smoking: It is a dummy variable that takes value one if the individual

reported that she smokes and zero if she does not.

• Body mass index (BMI): It is a continuous variable calculated from re-

ported height and weight (kg/cm2).

• Physical exercise: It is a dummy variable. It takes the value one if the

individual reported that she regularly do sports at least once a week.
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• Alcohol consumption: In this study I included two variables related to

alcohol consumption. One reports the number of times an individual

consumes alcohol per period of time. This variable is ranged between 1

and 6 (1 if never; 2 if once a month or less; 3 if 2-4 times per month; 4

if 2-3 times a week; 5 if 4-6 times a week and 6 if she consumes alcohol

every day). The other variable reports how often the individual drinks

six glasses or more during a single occasion. This variable is ranged

between 0 and 4 (1 if never; 2 if less than once per month; 3 if monthly;

4 if once a week; 5 every day or almost).

(d) Doctor Visits: Binary variables for ophthalmologist’s visits or dentists

visit. These variables were only responded for those individual who reported

having eyes problems or teeth problems. 25

2. Socio-economic and demographics variables

(a) Income per unit of consumption : It is measured as household income

(from all sources of income), divided by the OXFORD equivalence scale (1

for the first household member, .5 for each other person if he is younger

than 14 and .7 if he is 14 years old or older). This variable is divided into 8

different values, where 0 is the lowest category of income and 7 the highest

one.

(b) Education: Educational level is measured as (i) Without any education

(ii) primary (age 11 in France), (iii) first level of secondary school (age 15),

(iv) second level of secondary school (baccalaureate, age 18), (v) some post-

secondary education.

(c) Low and high skilled workers: In the ESPS data workers’ positions are

coded according to the Nomenclature des professions et catgories sociopro-

fessionnelles (PCS), which is the official French socioeconomic classification.

The first digit corresponds to the four main skill levels that are distinguished

in French collective agreements: (i) cadres (i.e., mostly upper-level managers,

engineers, and professionals); (ii) pro-fessions intermdiaires (i.e., lower-level

25I only analyze doctor visits for eyes problems and teeth problems because for other type of illnesses I have

sample size restriction.
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managers and professionals, supervisors, and technicians); (iii) ouvriers et

employs qualifis (i.e., skilled manual and nonmanual workers); and (iv) ou-

vriers et employs non qualifis (i.e., low-skill manual and nonmanual workers).

Following Maurin and Thesmar (2004) I defined as high-skill workers to those

individuals in group i and ii. It includes managers, professionals, engineers,

technicians, and supervisors. The low-skill workers combines groups ii and

iii 26.

(d) Sex : It is a binary variable. It takes the value one if the individual is woman

and zero if he is men.

(e) Age: Age is entered as a continuous variable. To show possible nonlinear

effects squared age is also included in all the regressions I estimated.

(f) Region: There are 8 different regions (Ile de France; Bassin Parisien; Nord;

Est; Ouest; Sud-Ouest; Centre Est; Mditerrane).

(g) Marital status: It is a binary variable. It takes the value one if the indi-

vidual is married or she lives in couple, and it is zero otherwise.

(h) Family size: Number of individuals living in the household.

(i) Extra Health Insurance: It is a binary variable. It takes the value one if

the individual has 100% of health insurance coverage, and it is zero otherwise.

(j) Number of hours worked : It is continuous variable. I use a selected

sample of individuals whose workweek length is between 30 and 50 hours.

3. 35-workweek hours law’s question

In 2002 the ESPS survey included, only for that year, a question related to the

35 hours law. More precisely, each worker answers whether or not the firm where

she works implemented the 35-workweek hours law. It is a key question in order

to differentiate the treatment and the control group in my study.

26As I explained before I excluded from the sample part of individuals in group i (the upper–level managers),

because even if they would be working in a firm that implemented the Aubry’s law, the restriction of hours was

applied in a different way for these individuals
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7.2 Summary statistics

Table 9: Socio-demographic variables. Mean and standard deviation (in parentheses)

Year Female Age Educ- Income Couple Family Extra Worker’s Hours

ation size insurance skill worked

1998 0.43 38.10 2.50 4.96 0.82 3.40 0.04 0.27 38.64

(0.49) (8.79) (0.95) (1.62) (0.38) (1.24) (0.20) (0.45) (2.83)

2002 0.43 42.23 2.52 5.47 0.85 3.27 0.06 0.32 36.36

(0.49) (8.79) (0.96) (1.54) (0.36) (1.22) (0.23) (0.47) (2.79)

Total 0.43 40.17 2.51 5.21 0.83 3.34 0.05 0.30 37.50

(0.49) (9.03) (0.95) (1.60) (0.37) (1.23) (0.22) (0.46) (3.03)

Table 10: Health-related variables. Mean and standard deviation (in parentheses)

Year Self-assessed Index of Smoking Body Physical Alcohol Alcohol

health status vital risk Mass Index Exercise (times) (+ than 6)

1998 8.49 1.47 0.32 24.12 . . .

(1.30) (1.02) (0.47) (3.62) . . .

2002 8.26 1.46 0.31 24.63 0.35 3.30 0.60

(1.35) (1.04) (0.46) (3.84) (0.48) (1.51) (0.82)

Total 8.38 1.46 0.31 24.37 0.35 3.30 0.60

(1.33) (1.03) (0.46) (3.74) (0.48) (1.51) (0.82)

27



7.3 First Stage of the 2SLS IV estimation

Table 11:

(1)

NEW IV

Aubry’s Law was implemented in the firm -2.449∗∗∗

(0.224)

Hours worked in 2002 for individuals in her same occupation 0.687∗∗∗

(0.225)

Age 0.000976

(0.000945)

In couple 0.317

(0.285)

Gender -0.0127

(0.361)

Gender*In couple -1.072∗∗∗

(0.396)

Education -0.0783

(0.0883)

Income 0.105∗

(0.0603)

Family size -0.0135

(0.0790)

Extra health insurance -0.412

(0.309)

Constant 15.39∗

(8.395)

N 1209

R2 0.165

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Parentheses show the standard errors clustered at individual level. * p <

0.10, ** p < 0.05, *** p < 0.01.
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7.4 DID regression. Income as dependent variable

Table 12:

Income

Treatment 0.0742

(0.0712)

Time 0.359∗∗∗

(0.0774)

Treated*Time -0.0266

(0.0884)

Age 0.0110

(0.0253)

Age Squared 0.0000960

(0.000310)

Couple 0.0129

(0.110)

Female -0.652∗∗∗

(0.139)

Female*Couple 1.114∗∗∗

(0.148)

Education 0.339∗∗∗

(0.0332)

Family Size -0.593∗∗∗

(0.0245)

High Skilled Worker 0.426∗∗∗

(0.0593)

Regional Dummies Yes

Parentheses show the standard errors clustered at individual level. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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