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Norwegian private sector firms. The results indicate that on average, less

than half the costs of a minimum requirement occupational pension was
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1 Introduction

The purpose of this paper is to estimate the effect of occupational pensions

(OPs) on wages for a large sample of Norwegian private sector firms. Knowledge

about the offset between pensions and wages is becoming increasingly important,

as OPs are expected to play a more prominent role in retirement provision in

many countries where governments seek to reduce their pension commitments.

In Norway, mandatory OPs were introduced in 2006 as part of an ongoing

reform of the public pension system. One of the arguments behind this new

mandate was based on a concern that workers not covered by an OP would

be left with insufficient pension benefits under a new and less generous public

pension regime. Mandatory OPs along with cuts in public pensions may be a

politically attractive alternative to higher taxes and less drastic cuts in public

pensions, and an assessment of the extent to which the costs of such mandated

benefits are shared between firms and workers is crucial if one wants to know

who bears the costs of pension reforms.

Occupational pensions are part of compensation packages offered by firms

to workers, and identification of the offset between pensions and wages is com-

plicated by the joint determination of pensions, wages and other forms of com-

pensation. The positive coefficient on pensions which is typically found in cross

section wage regressions (see e.g. Hernæs et al. (2010)) is thus likely to be cor-

rupted by simultaneity bias and the imperfect observability of productivity. In

this paper, a difference-in-differences strategy is used to exploit the introduc-

tion of mandatory OPs in Norway as a source of exogenous variation in pension

coverage. Provided that the counter-factual trends in firm level wages are in-

dependent of pre-reform OP status, conditional on observed covariates, this

approach gives unbiased and consistent estimates of the offset factor between

pensions and wages.

As only half the workers in the Norwegian private sector were covered by

an occupational pension prior to the reform, a natural question to ask is the

2



following: What motivates some firms to offer an OP while others choose not

to? Gustman et al. (1994) point to several possible reasons, one being that

firms offer OPs simply because they are demanded by workers. Such a demand

from workers may be motivated by the fact that both contributions and benefits

tend to be tax-favoured, so that the after-tax return to savings in OP schemes

may exceed the return earned in other savings vehicles. This feature makes OPs

more attractive to high-wage workers than to workers with lower wages, given

that taxes on wage income are progressive. There may also exist economies

of scale, making group-saving more cost effective than individual saving, which

may help explain the stylized fact that OPs have been a large firm phenomenon.

A third reason why workers may desire OPs is that they often provide insurance

of a type that is hard to obtain otherwise than through OP schemes, such as

for instance disability insurance.

Occupational pensions may also be used by firms as a means of minimizing

labour costs and increasing productivity. In a setting with lifetime contracts,

Lazear (1981) argued that deferred compensation could be used to minimize

the cost of inducing optimal effort in firms where monitoring effort is difficult or

costly. In the absence of lifetime contracts, firms faced with substantial hiring

and training costs could use OPs to discourage turnover and/or as a means

of attracting stayers rather than movers. Defined benefit (DB) pensions are

particularly well suited for this purpose, as they are designed to give a certain

proportion of the final wage as yearly pension benefits, and as DB pension cov-

ered workers typically face capital losses if they leave the firm prior to retirement

(see Hernæs et al. (2011)). Finally, OPs may be used to induce retirement for

workers whose productivity falls by age, by making retirement more economi-

cally attractive.

Hernæs et al. (2010) provide evidence that supports several of the hypotheses

above: Occupational pensions are typically found in large firms (economies of

scale), in firms where tax gains to the employees are high, and in firms where

long periods of training are required. They also find that the occurrence of an
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OP increases tenure substantially, and that firms with the most to gain in terms

of higher expected tenure were those who actually chose to have an OP. The

data used for the analyses in this paper does not contain direct information

on all the above-mentioned aspects, but the available set of covariates should

nevertheless be sufficient to account for the main differences between firms with

and without OPs prior to the reform.

As for the economic incidence of mandatory OPs, the question asked in this

paper is whether or not it falls on workers in terms of reduced wages. Employers

are obliged by law to cover the direct costs, consisting of contributions, waiver of

contribution (to cover continued contributions in the event of disability) and ad-

ministrative costs, but they may well have been able to shift parts of these costs

onto employees. If the full costs are borne by the affected workers one would

expect to see no effects on employment, and one would not need to be concerned

about redistributive effects of the mandate. Given that the estimated average

treatment effects in this paper indicate that only half the costs of a minimum

requirement OP is passed on to workers in terms of lower wages, one could

ask whether there have been adjustments in non-wage amenities other than

pensions. We note that crude measures of the prevalence of non-wage ameni-

ties provided by Statistics Norway (http://www.ssb.no/english/) show that the

fraction of workers receiving such types of compensation has gone up rather

than down over the relevant period, and leave non-wage amenities aside.

Firms that are unable to shift the full costs onto workers by adjusting com-

pensation could either adjust employment, or try to pass it on to consumers

in terms of price adjustments or to firm owners through reduced profits. In

each of these cases, the mandate may have redistributive effects. One might see

redistribution from less productive to more productive workers, if low produc-

tivity workers are forced to reduce their hours of work, or from consumers or

firm owners to previously uncovered workers. This paper, however, is devoted

exclusively to an investigation of the wage effects of the mandate.

The paper is organized as follows: Section 2 reviews some related theoretical
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and empirical literature, before Section 3 gives a brief history of occupational

pensions in Norway, including a description of the process that materialised into

mandatory OPs. This background information is essential to the interpretation

of the empirical results of this analysis. Section 4 describes the three sources

of data that are used to create a sample consisting of 10,392 Norwegian private

sector firms, and gives some descriptive statistics. Firms with no OP in place

prior to the reform constitute 40% of the firms in the sample, and these differ

from the OP-firms in a number of ways: They are smaller, pay lower wages and

employ younger and less educated workers.

The empirical specifications are spelled out in Section 5. The main focus

from there on is on various difference-in-differences models, with the support

of the corresponding versions with firm level fixed effects. Estimation results

given in Section 6 indicate that there has been some cost sharing between firms

and workers, but the costs of occupational pensions are not fully shifted onto

workers. The fixed effects estimates are reduced by about 60% when a small

number of firms with very high or very low estimated propensities to have an OP

prior to the reform are removed from the sample. I argue that this difference is

mostly due to very high wage growth among the firms with the highest estimated

propensities, and base the further investigations described in Section 7 on a re-

duced sample consisting of more comparable firms. Results from a specification

that allows for both pre- and post-reform effects indicate that firms were holding

back on wages several years before the reform was formally implemented, but

the closest we get to a full shift is about 50% of costs shifted onto workers (in

2009). The final specification takes into account these dynamic adjustments at

the same time as it allows the treatment effects to vary with measures of the

share of unionised workers and the influence of central negotiations on wages in

different activities. More appears to be shifted onto workers in activities where

wages are influenced by central, but not local negotiations, and in activities with

low shares of unionised workers.

Section 8 concludes and gives some prospects for further work.
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2 Related literature

Assuming first that the mandated benefit is perceived as a regular tax both by

workers and by firms, that is, that workers assign no value to the future pension

benefits, we know from the textbook example of tax incidence in competitive

markets that the “least elastic” side of the market ends up paying most of the

tax. Also, if the labour supply curve for some exogenous reason becomes steeper

(“less elastic”), the model predicts that a bigger proportion of the tax burden

will be shifted onto workers through lower wages, and effects on employment

will be lower. Summers (1989) pointed out that if workers assign some value

to OPs, one may expect a positive shift in labour supply when the mandate

is implemented. Again, more of the costs would be shifted onto workers and

effects on employment would be lower, along with a reduced dead weight loss.

Summers et al. (1993) argued that unions are more likely than individuals to

recognise the link between contributions paid and benefits received, implying

that a shift in labour supply is more likely to occur in labour markets in which

unions play a central role, as they do in countries like Norway. In the limiting

case where workers’ (or unions’) valuation of the mandated benefit is the same

as its cost to firms, the entire cost will be shifted onto workers, there will

be no effects on employment and thus no dead weight loss associated with

the mandate. Mandating OPs would then be a more efficient way of securing

sufficient pensions for otherwise non-covered workers than publicly provided

pensions financed through taxes. Another part of this story is that if the costs

of OPs are not fully shifted onto workers, it must be either because OPs are not

sufficiently valued by workers/unions, or because there are impediments to the

adjustment of relative wages to reflect workers’ valuation.

Alesina and Perotti (1997) present a theoretical model that predicts a hump-

shaped relationship between the degree of centralisation, defined as the inverse

of the number of unions in the economy, and the degree of shifting of labour

taxation. The intuition behind this relationship is that larger parts of the labour
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tax burden is borne by employees in competitive labour markets, with inelastic

individual labour supply, and in centralised economies, where a small number

of unions internalise macroeconomic constraints and effects of wage increases

on labour costs and employment, than in economies with intermediate levels

of centralisation, where unions are large enough to have significant impacts on

wages but too small or too numerous to properly internalise the adverse effects

of bargaining outcomes. The theoretical predictions are supported by empirical

evidence from data on the manufacturing sector in 14 OECD countries.

Turning to the empirical literature on the incidence of mandated benefits, a

notable example is Gruber (1994), who studied the economic incidence of man-

dated maternity benefits in the US. His findings consistently suggest full shifting

of the costs of the mandates and he found little effect on total labour input for

the groups of workers affected by the mandates. A more recent contribution is

a study of the incidence of social security contributions by Ooghe et al. (2003),

based on sectoral panel data covering six different European countries. Testing

the predictions of an efficient bargaining model they find that at least 50% of

both legal and customary contributions are shifted onto workers, and suggest

that these results are due to trade unions recognizing the link between contri-

butions and benefits during wage negotiations. Finally, a study of the incidence

of non-wage labour costs in OECD countries by Azémar and Desbordes (2010)

establishes that in countries with highly coordinated bargaining, the entire tax

burden appears to be shifted immediately onto workers.

We will return to the impacts of centralised negotiations and local labour

unions in Section 7, and see results that are well in line with the above referenced

literature on the topic.

3 Institutional background

The Norwegian pension system may be seen as one consisting of three different

layers, of which the National Insurance Scheme (NIS) constitutes the first. The
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NIS provides universal coverage, meaning that all citizens above the age of 67

are guaranteed a minimum pension. On top of this comes an earnings related

pension for those who have had sufficient earnings throughout their career. The

second and third layers are occupational pension schemes and voluntary indi-

vidual savings.

As for the occupational pensions there are separate systems for the public

and the private sectors. The public sector scheme is of the defined benefit1 type,

and guarantees yearly pension payments corresponding to 66% of the final yearly

wage income after 30 years of service. The market for OPs in the private sector

used to be strongly dominated by DB pensions, as contributions qualified as a

tax deductible cost only for pension plans of this type until 2001, when there

was a change in legislation. Since then, firms’ contributions to both defined

benefit and defined contribution plans are treated like wages for tax purposes,

provided the plan meets a set of requirements imposed by the government.

For employees, both contributions and accumulations are tax exempted, while

benefits are taxed under the income tax, but at a lower rate than wage income.

The new legislation appears to have led to a marked increase in the number

of firms operating a DC plan, but the majority of firms establishing DC plans

were already operating a DB plan, which would typically be closed for new

entrants as soon as the new DC plan was in place. The increase in individual

OP coverage and in the number of firms operating OPs followed by the new

legislation was thus fairly moderate (see e.g. Midtsundstad and Hippe (2005)

and Veland (2008)). Motivated by a concern for non-covered workers, the labour

unions made a first proper attempt to establish a collective OP scheme for the

private sector during the central negotiations in 2002. This did not succeed,

but a settlement on mandatory OPs was part of the outcome of the central

negotiations two years later, in 2004. The final result of this settlement was the

Act relating to mandatory occupational pensions, which entered into force on

1DB pensions schemes are designed such that they guarantee or target a certain level of
pension benefits, defined as a proportion of final yearly wage income. In Defined Contribu-
tion (DC) pension schemes there is no such guarantee or target - they specify the annual
contributions in stead (as a proportion of wages).
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January 1 2006.

While only about 50% of workers in the private sector were covered by an OP

prior to 2006, the Act required all firms except small businesses, self employed

and family businesses to have an OP in place by the end of 2006, with economic

effect for the employees as of July 1 2006. All employees working at least 20%

of full time are granted membership in the firm’s pension plan, and the Act

also specifies a minimum contribution of 2% of earnings between 1 and 12 Basic

amounts (G)2. It appears that most of the firms that were forced by the Act to

introduce an OP chose the minimum level of generousity (see Veland (2008)).

Another central element of the Act is that employers are obliged to cover the

direct costs related to the OP, including contributions, waiver of contribution

(to cover continued contributions in the event of disability) and administrative

costs. For a minimum requirement OP these costs amount to about 2.6% of

earnings.

4 Data, sample and descriptive statistics

4.1 The data

The empirical analysis is based upon three sources of data; the Register of Em-

ployers and Employees (REE), and pension liabilities and costs, respectively,

from a set of balance sheet data and a set of accounting data. The REE is a

linked employer-employee data set based on administrative registers, and covers

the entire Norwegian working-age population over the period 1992-2009. For

each pair (employer, employee), the REE contains a wide range of both indi-

vidual and firm specific information, such as age, hours worked, earned income,

opening and closing dates for the employment record, industry code, geograph-

ical location and organizational structure.

2The Basic amount is frequently referred to as G, and is a central feature of the public
pension system in Norway. G is adjusted every year, with a nominal rate of growth varying
between 2 and 14% since its introduction in 1967. The average G for 2010 was 74721 NOK,
which corresponds to about 9300 EUR or 8000 GBP. For further details on G and on the
public pension system in general, see e.g. Iskhakov (2008).
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The second source of data contains enterprise based financial information

recorded by the authorities, and covers the period 1999-2005. Enterprises with

defined benefit occupational pension plans have to set aside assets to cover

pension liabilities. By the end of each year, when the annual accounts for the

enterprise are made up, pension assets and liabilities are usually not identical,

and over- or under-funding will enter the balance. This is what is used for

identification of enterprises operating a DB pension plan.

A third source of data containing enterprise level accounting data is used

to identify firms with a defined contribution pension plan. These data cover

the years 2005 through 2008. DC pension costs are treated much the same

way as regular wages, and thus do not appear in the balance. Firms having

pension costs registered in the profit-and-loss account and no entries for over-

or under-funding of DB plans in the balance are identified as DC firms.

4.2 The sample

Based upon the union of the three data sources described above I define a panel

of firms covering the period 1999-2009. Firms are included in the panel only if

they satisfy the following criteria: (i) they were in operation in 2005, and (ii)

they had at least ten full-time, full-year employees3, each earning more than

100,000 NOK. Criterion (i) is necessary for classification of firms with respect

to their OP status, as 2005 is the only year for which information is available

from all of the three data sources.4 The second criterion is imposed to make

sure that all firms in the panel were covered by the Act, and must be satisfied

for each pair (firm, year). Setting the minimum number of employees as high as

at ten leaves out pure family businesses not covered by the Act, and newborn

firms that simply did not have the time to establish an occupational pension

prior to 2005.

3Employees younger than 20 or older than 66 years are not counted.
4More precisely, the first criterion is that the firms were present in all three data sets

in 2005. Relaxing this requirement and counting firms with unknown OP status as “No
OP-firms” increases the sample size by about 800 firms, but most likely also the risk of
misclassification.
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We restrict attention to the private sector, and divide the private sector firms

into three separate groups according to their OP status by the end of the base

year (2005): DB-firms, DC-firms and No OP-firms. The panel consists of 10,392

firms, and among these were 40 percent without an OP prior to the Act, while

27 percent had a DC plan and about 32 percent of the firms had a private sector

DB pension plan (Table 1). 62 percent of the employees associated with these

firms were covered by a private sector DB pension, which confirms the stylized

fact that occupational pensions of the DB type is a large firm phenomenon. The

fractions of firms and employees in the four sectors remained fairly stable across

the observation period.

Firms Employees
OP status n Per cent n Per cent

DB 3,394 32.66 287,956 62.22
DC 2,836 27.29 98,159 21.21
No OP 4,162 40.05 76,691 16.57
All 10,392 100.00 462,806 100.00

Table 1: The number of firms and employees by OP status (2005)

More detailed descriptive statistics are given in Table 2. Firms without an

OP in 2005 are clearly different from the two other groups of firms in several

aspects: they are much smaller, they pay lower wages, they have even higher

fractions of male employees, their employees are younger, have less tenure and

are less educated, firms operating in construction are heavily over-represented,

and relatively few of them are based in Oslo (the capital).

Figure 1 shows box plots5 of firm level average wages by OP status (in 2005)

and for each of the eight years. Group level averages of log-wages are plotted in

Figure 2. The two figures show that there has been some growth in real wages

in all three groups over the period of observation. Also, the spread of real wages

5The lower and upper hinges of the boxes indicate the 25th and 75th percentiles, respec-
tively, denoted by x[25] and x[75], and the horizontal lines cutting through the boxes indicate
the median. The vertical lines below and above the boxes are called adjacent lines, and the
markers on each end of the lines indicate lower and upper adjacent value, respectively. Adja-
cent values are calculated as described in the Stata Manual [G] Graphics: Define xi as the ith
ordered value of x, and define U as x[75] +

2
3
(x[75] − x[25]) and L as x[25] − 2

3
(x[75] − x[25]).

The upper adjacent value is xi such that xi ≤ U and xi+1 > U , and the lower adjacent value
is xi such that xi ≥ L and xi+1 < L. Observations above (below) the upper (lower) adjacent
values are not shown in the figure.
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Table 2: Summary statistics - firm level means by OP status (2005)

Variable DB DC No OP

No. of employeesa 84.843 34.612 18.426

ln(Mean earnings)b 12.848 12.821 12.736
Fraction of males 0.729 0.714 0.772
Avg. age of employees 43.306 42.048 39.967
Avg. tenure 7.767 6.847 6.148
Fraction of highly educated 0.223 0.273 0.164
Fraction of immigrants 0.055 0.056 0.068
No. of years in panel 9.312 8.490 7.588
Selected industry dummies
Manufacturing 0.336 0.199 0.192
Construction 0.080 0.138 0.231
Wholesale and retail trade, . . . 0.250 0.227 0.252
Real estate, renting and business activities 0.103 0.187 0.148

Selected county dummies
Akershus 0.118 0.095 0.097
Oslo 0.224 0.224 0.169
Rogaland 0.087 0.088 0.093
Hordaland 0.082 0.098 0.092

Number of firms 3,394 2,836 4,162

a Full-time, full-year employees.
b Earnings of full-time, full-year employees, measured in terms of 2004-prices.

appear to have increased, and the observed (unadjusted) trends in log-wages do

not seem to be too different across OP and No OP firms.

5 Empirical specification and identification

The identification strategy is built upon the idea of exploiting the introduction of

mandatory occupational pensions as a source of exogenous variation in pension

coverage. A difference-in-differences way of thinking seems promising in this

setting. Let w̄jst denote the outcome of interest, specified as the natural log

of the average wage among full-time, full-year employees in firm j in group s

at time t.6 The observed wage is w̄0
jst for the non-treated and w̄1

jst for the

treated, and only one of these is observed for each firm. The key identifying

assumption is that the counter factual trend behavior of log-wages is the same for

6Both the notation and the framing of the estimation strategy in this section is borrowed
from Angrist and Pischke (2009).
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Figure 1: Firm level average earnings by year and OP status (2005). Wages measured
in terms of 2004-prices.
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the treatment and control groups, conditional on observed covariates.7 In other

words, we assume that the growth rate in log-wages before and after the reform

would have been the same for No OP-firms as for OP-firms, in the absence of

reform. Now, as treatment status varies only at the group level in this particular

case, one may argue that the source of omitted variable bias is most likely to

be unobserved variables at the OP-group and year level. The idea behind the

difference-in-differences identification strategy is that these group-level omitted

variables can be captured by group-level fixed effects.

Assume that in the absence of reform, the outcome variable is determined

by a time-invariant group or OP-status effect (γs), a common year effect (λt)

and observed firm-specific covariates (Xjt), that is,

E
[
w̄0

jst|s, t,Xjt

]
= γs + λt +X

′
jtβ

As a first approach, we assume that the effect of treatment is additive and

constant, denoted by δ, so that

E
[
w̄1

jst|s, t,Xjt

]
= E

[
w̄0

jst|s, t,Xjt

]
+ δ

Together these assumptions imply that the observed outcome may be written

as

w̄jst = γs + λt + δDst +X
′
jtβ + εjst, (1)

where E [εjst|s, t,Xjt] = 0 and Dst is an indicator for treatment status, the

7We also need two other assumptions to be satisfied: First, the reform must be exogenous
in the sense that it did not just institutionalise a pre-existing trend towards broader OP-
coverage. This assumption is likely to hold true, cf. the discussion in Section 3. Second, there
can be no spill-over or general equilibrium effects of the reform. This assumption would be
questionable if for instance the reform led many firms to close down, which in turn would lead
to increased supply of certain groups of workers and therefore to lower wages for the same
groups of workers and their substitutes.
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regressor of interest. The population difference-in-differences is

δ = {E [w̄jst′ |s = NoOP, t′, Xjt′ ]− E [w̄jst|s = NoOP, t,Xjt]}

− {E [w̄jst′ |s = OP, t′, Xjt′ ]− E [w̄jst|s = OP, t,Xjt]} ,

where t and t′ denote before- and after-reform observations. δ thus gives us the

difference in log-wages before and after the reform for those directly affected by

the reform (the treatment group) relatively to those who were not affected by

the reform (the control groups), taking account for observed firm-specific char-

acteristics, unobserved group fixed effects and economy-wide factors potentially

affecting the various groups over time.

It may well be that the ’group level fixed effects’ way of thinking is too

“rough”, i.e. that unobserved factors at the firm level are of great importance

for the wage levels. Assuming that these factors are constant over time, and re-

taining the assumptions of equal counterfactual trend behavior in the treatment

and control groups and of constant and additive treatment effect, we specify a

modified version of (1) as follows:

w̄jt = αj + λt + δDjt +X
′
jtβ + εjt, where (2)

εjt = w̄0
jt − E

[
w̄0

jt|Fj , t,Xjt

]
, and

αj = α+ F
′
jρ

Fj are the unobserved firm fixed effects, and Xjt are observed time varying

covariates.

6 Estimation

In this section I use linear regression to estimate different versions of equation

(1) and (2). Let Is be an indicator for firms who did not have an occupational

pension plan in 2005, and dt be a dummy taking the value 1 for observations
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after the reform, and 0 otherwise. Starting with the difference-in-differences

specification, we estimate the following equation:

w̄jkst = α+ γsOP-groups + λktt+ δ (Is · dt) +X
′
jtβ + εjkst, (3)

where Is · dt = Dst and λkt is an industry-specific trend coefficient multiplying

the time-trend variable t. The vector Xjt contains a cubic term in the mean age

of the employees (as a proxy for the general level of experience), the fraction of

male employees, the fraction of highly educated employees (where a high level of

education is defined as education at the bachelor level or above), the fraction of

immigrants (first and second generation) and dummies for geographical location

(county).

(3) is more general than (1), in that it allows for industry specific year ef-

fects (or flexible time trends). A rationale for including industry-specific trends

rather than just a common trend is the 2004 expansion of the European Union,

an event with the potential of having different effects on different industries.

Bratsberg and Raaum (2010) show how this expansion represented a positive

shift in aggregate supply of immigrant workers to the Norwegian construction in-

dustry, leading to lower wage growth for workers in trades with rising immigrant

employment than for other workers, and an outflow of low wage workers from

the industry. Although 23% of the NoOP-firms in the panel used in this study

are associated with the construction industry, switching from a common trend

to industry specific trends in a specification including the full set of covariates

in X made no big difference for the estimated treatment effects.

If we assume that wages are independently and identically distributed across

individuals with conditional variance σ2, it follows that (3) is heteroskedastic

with conditional variance σ2

nj
, where nj is the number of employees in firm j.

Estimation of (3) by means of ordinary least squares (OLS) would give unbiased

and consistent estimators, but the OLS estimators are not efficient when the

outcome variable is firm level average wages. The asymptotically efficient linear
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estimator is in this case the generalized least squares estimator, where (3) is

weighted by the number of employees in firm j, known as weighted least squares

(WLS). That is, the equation that is estimated by WLS is a transformed version

of (3), where both sides of the equation has been multiplied with the square

root of the number of employees in firm j. We use the number of employees in

the base year (2005) to avoid the endogeneity problem that could be associated

with the alternative of using the number of employees for each year t.

Turning to the firm level fixed effects specification, the equation to be esti-

mated is equation (2), with Ij · dt = Djt and with industry specific year effects:

w̄jkt = αj + λktt+ δ (Ij · dt) +X
′
jtβ + εjkt (4)

where the dummies for geographical location are left out due to lack of variation

across time periods. The weighting strategy described above will also be applied

to equation (4).

6.1 Initial results

We start by estimating (3) and (4) with the treatment dummy dt taking the

value 1
2 for 2006 and 1 for the years 2007 through 2009. With the outcome

variable w̄j(s)t being defined as the natural log of average wages in firm j (in

group s) at time t, δ̂ should be interpreted as the estimated percentage difference

in wage change (after vs before reform) between treated and non-treated firms.

Strictly negative treatment effects would thus indicate that there has been some

degree of cost sharing between firms and employees, and to conclude that the

complete costs are shifted onto employees we would require δ̂ < −0.026, as the

costs of a minimum requirement OP is approximately 2.6 per cent of wages.

Table 3 show results from OLS and WLS on (3) and WLS on (4), hereafter

referred to as FE. The unweighted OP-group level fixed effects estimate of δ

(column 1) is a non-significant -0.3 per cent, the WLS estimate is -0.5 per cent,

whereas the firm level fixed effects estimate is precisely estimated at -1.3 per
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cent. This would indicate that firms were only able to shift about half (-1.3/-2.6)

the costs onto their employees.

The difference between the OLS treatment effect and the two weighted es-

timates may be interpreted in at least two ways. First, they may indicate

heterogeneities across firms of different sizes. OLS treatment effects being “less

negative” than WLS treatment effects could in this case reflect that costs are

more easily shifted onto employees in larger firms than in smaller firms, pos-

sibly due to different wage setting mechanisms. The difference could also be

caused by more generous OP schemes being chosen in larger treatment group

firms. We do not observe the level of generosity in our data, but results from

a survey conducted in 2007 indicate that the vast majority of firms induced

by the reform to introduce an OP chose the minimum level of generosity, i.e.

contributions corresponding to two per cent of wages (see Veland (2008)). Dif-

ferent levels of generosity are thus not likely to drive the results. Second, it

could be that wages have grown faster in some of the bigger comparison group

firms than in the other firms in the sample. The fact that the OP-group fixed

effect for DC-firms switches from negative to positive when weights are added

would support this hypothesis, as such a switch is indicative of very high wages

among a relatively small number of large DC-firms. This is further explored in

the following section.

Estimation results for (3) when the covariates in Xjst are included in a step-

wise manner are shown in Table A1 in the Appendix. The OLS estimate of

the treatment effect is fairly stable across specifications, but never significantly

different from zero.

6.2 Robustness

The descriptive statistics in Section 4.2 showed how the NoOP-firms differ from

the two other groups of firms with respect to size, average wages, industries

and several characteristics of their employees. In the preceding section we saw

how the estimated treatment effect increased in absolute value and how the OP-
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Table 3: Estimation results for equation (3) and (4): OLS, WLS and FE

OLS WLS FE

treated0609 -0.00316 -0.00507 -0.0131∗∗∗

(0.00265) (0.00329) (0.00318)
DC -0.0196∗∗∗ 0.00673∗∗∗

(0.00152) (0.00130)
No OP -0.0459∗∗∗ -0.0233∗∗∗

(0.00159) (0.00193)
frachi 0.575∗∗∗ 0.728∗∗∗ 0.424∗∗∗

(0.00427) (0.00298) (0.0306)
fracmale 0.301∗∗∗ 0.348∗∗∗ 0.199∗∗∗

(0.00303) (0.00294) (0.0257)
fracimm -0.191∗∗∗ -0.257∗∗∗ -0.0919∗∗

(0.00745) (0.00707) (0.0297)
meage 0.156∗∗∗ 0.145∗∗∗ 0.0863∗

(0.0123) (0.0136) (0.0416)
meage2 -0.00345∗∗∗ -0.00323∗∗∗ -0.00189

(0.000301) (0.000334) (0.000993)
meage3 0.0000253∗∗∗ 0.0000241∗∗∗ 0.0000145

(0.00000244) (0.00000272) (0.00000784)
Year×Industry x x x

County x x

cons 10.12∗∗∗ 10.21∗∗∗ 11.14∗∗∗

(0.165) (0.183) (0.581)

N 87210 87210 86652
R2 0.593 0.677 0.650

Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

OLS standard errors are heteroskedasticity robust.
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group fixed effect for DC-firms changed sign when weights reflecting firm size

were applied. To follow up on this issue I have estimated versions of (3) and

(4) with four firm size specific treatment effects. Estimation results for these

specifications gave no clear indications of heterogeneities with respect to firm

size, and are thus not reported. Also unreported are results from specifications in

which interactions with the treatment indicator and the right hand side variables

were included, as these revealed no clear patterns, but rather underlined the

discrepancies across specifications.

A more fundamental issue is that the assumption of common counter-factual

trends for treatment and control group firms may be questionable when firms

are very different in terms of observables, so that there is a potential for selection

bias even when these observed covariates are included as controls in the regres-

sions. To cope with such a lack of overlap in the covariate distribution between

treatment groups, we will follow Crump et al. (2009) in using the propensity

score as a basis for systematic pre-screening; They show that discarding all units

with estimated propensity scores outside the range [0.1, 0.9] may reduce the bias

and decrease the variances of average treatment effect estimators. Estimated

propensity scores from a probit model of the propensity to have an OP in the

base year (2005) are depicted in Figure 3, for the full sample and for a restricted

sample with pscore ∈ [0.1, 0.9]. Average marginal effects from the probit model

are given in Table A2 in the Appendix. The shape of the densities in Figure 3

suggest that there are characteristics with a very strong and positive relation

with the propensity to have an OP, whereas there are no characteristics with

predictive power of the same magnitude for the probability of not having an

OP. This is confirmed by the estimates in Table A2, with firm size being the

single most important predictor of having an OP.

Table 4 shows estimated treatment effects from (3) and (4) for the full sample

(Columns 1-3), for a sample of firms with estimated propensity scores below 0.9

(Columns 4-6), and for one consisting of firms with propensity scores within
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Figure 3: Estimated Kernel densities of propensity scores by OP status (2005). Ver-
tical lines at 0.1 and 0.9.

the range [0.1, 0.9].8 First, we note that the OLS point estimate is reduced

by about 22 per cent when the high propensity score firms are removed from

the sample, and the standard error increases by about 5 per cent. WLS and

FE point estimates are reduced by about 27 and 62 per cent, respectively, and

standard errors are down by about 16 and 14 per cent. Secondly, the estimated

OP-group fixed effect for DC-firms is now negative regardless of whether weights

are used in the estimation. In sum, there are only modest differences across the

three specifications when the high propensity score firms are excluded, and the

fact that the average treatment effect estimator is now much less sensitive to the

choice of specification makes a good case for proceeding with a reduced sample

for the remainder of the analysis. Although very little is changed when the

low propensity score firms are excluded, we will follow Crump et al. (2009) and

proceed with the sample consisting of firms with estimated propensity scores

within the range [0.1, 0.9].

Descriptive statistics for firms in the restricted sample for the years 2002

(pre-reform) and 2006 (the year of implementation) are given in Table 5. Prob-

8A small number of firms belonging to the Electricity, gas and water supply industry are
excluded from all three samples in Table 4, as they were too few for the industry specific
time trends to be properly identified. This exclusion had only minor impacts on the other
estimated coefficients.
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lems related to a lack of overlap in the covariate distribution should be less likely

for this sample than for the full sample, but might still be a concern. Hence

I have reported the normalised difference for each of the covariates, defined as

the difference in averages by treatment status, divided by the square root of

the sum of the variances (Column 5 and 6). Imbens and Wooldridge (2009)

suggest as a rule of thumb that linear regression methods might be sensitive to

the functional form assumption if the normalised difference exceeds one quarter.

This is the case for two of the variables: the number of employees and the mean

age of the employees. The former enters only as weights (2005 values) in the

regressions, and we saw in Table 4 how the inclusion of these weights has minor

impacts on the estimated coefficients when regressions are run on the restricted

sample. Mean age is included as a cubic polynomial in the regressions.

Although there are still differences in observed covariates between NoOP and

OP firms, these do not appear to have changed dramatically over the observation

period. Had there been substantial changes in the differences in the observable

characteristics of treatment and comparison group firms over time, one might

as well have been concerned about unobserved compositional changes. Such a

concern would have called the difference-in-differences strategy into question.
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Table 4: Estimation results for equation (3) and (4): different samples

Full sample Sample with pscore ≤ 0.9 Sample with pscore ∈ [0.1, 0.9]
OLS WLS FE OLS WLS FE OLS WLS FE

treated0609 -0.00337 -0.00523 -0.0132∗∗∗ -0.00262 -0.00380 -0.00503 -0.00296 -0.00404 -0.00514
(0.00265) (0.00330) (0.00317) (0.00279) (0.00276) (0.00271) (0.00280) (0.00277) (0.00272)

DC -0.0194∗∗∗ 0.00679∗∗∗ -0.0238∗∗∗ -0.0130∗∗∗ -0.0238∗∗∗ -0.0130∗∗∗

(0.00152) (0.00130) (0.00166) (0.00147) (0.00166) (0.00148)
NoOP -0.0457∗∗∗ -0.0232∗∗∗ -0.0481∗∗∗ -0.0363∗∗∗ -0.0480∗∗∗ -0.0362∗∗∗

(0.00159) (0.00193) (0.00172) (0.00168) (0.00172) (0.00169)
year×industry x x x x x x x x x

county x x x x x x

cons 10.14∗∗∗ 10.23∗∗∗ 11.14∗∗∗ 10.20∗∗∗ 10.10∗∗∗ 11.50∗∗∗ 9.998∗∗∗ 9.988∗∗∗ 11.51∗∗∗

(0.165) (0.183) (0.580) (0.167) (0.157) (0.593) (0.182) (0.163) (0.619)

N 86948 86948 86800 72380 72380 72235 71860 71860 71725
R2 0.592 0.677 0.650 0.575 0.584 0.531 0.576 0.584 0.531

Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. OLS standard errors are heteroskedasticity robust. Additional controls are a cubic
polynomial in the mean age of the employees, the fraction of male employees and the fraction of immigrants.
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Table 5: Descriptive statistics for the restricted sample

NoOP (means) Diff. in means Normalised diff.
NoOP - OP NoOP - OP

2002 2006 2002 2006 2002 2006

Variable
n. emp. 17.9578 18.8988 -8.9385 -7.1130 -0.2966 -0.3107
ln(Mean earn.) 12.6841 12.7746 -0.0600 -0.0704 -0.1958 -0.2057
frac. male 0.7849 0.7770 0.0371 0.0406 0.1103 0.1172
mean age 39.2273 40.5319 -2.0179 -2.0651 -0.3106 -0.3128
mean tenure 5.9244 6.6206 -0.8684 -0.8656 -0.1839 -0.1751
frac. high ed. 0.1431 0.1622 -0.0591 -0.0608 -0.1920 -0.1876
frac. imm. 0.0550 0.0708 0.0036 0.0108 0.0273 0.0719
Industrya

Manufacturing 0.2171 0.2077 -0.0421 -0.0439 -0.0700 -0.0739
Construction 0.2443 0.2348 0.1078 0.0995 0.1959 0.1827
Wholesale 0.2549 0.2525 -0.0173 -0.0119 -0.0278 -0.0192
Real estate 0.1296 0.1471 -0.0123 -0.0032 -0.0255 -0.0064

Countya

Akershus 0.0981 0.0928 -0.0012 -0.0069 -0.0029 -0.0166
Oslo 0.1659 0.1684 -0.0325 -0.0295 -0.0597 -0.0540
Rogaland 0.0863 0.0922 0.0008 0.0064 0.0020 0.0159
Hordaland 0.0942 0.0874 0.0084 -0.0045 0.0207 -0.0112

Sample size No OP OP
2002 2006 2002 2006
2,538 3,331 3,684 4,244

a Same selection as in Table 2.

7 Further investigations

7.1 Dynamic adjustments

As the case for mandatory occupational pensions was put forward already in

2002 and a settlement was reached in 2004, it may well be that the reform had

effects on wages years before it formally entered into force January 1 2006. To

allow for such anticipatory effects I have estimated versions of (3) and (4) with

nine treatment dummies, one for each year starting from 2001; Dsτ now takes

the value 1 for NoOP-firms in all years except 1999 and 2000. The difference-

in-differences specification may now be written as

w̄jkst = α+ γsOP-groups + λktt+

2009∑

τ=2001

δτDsτ +X
′
jtβ + εjkst, (5)
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and the nine difference-in-differences estimators are defined as

δτ =

{E [w̄jkst′ |s = NoOP, t′ = τ,Xjt′ ]− E [w̄jkst |s = NoOP, t ≤ 2000, Xjt]}

− {E [w̄jkst′ |s = OP, t′ = τ,Xjt′ ]− E [w̄jkst |s = OP, t ≤ 2000, Xjt]} ,

for τ = 2001, 2002, . . . , 2009. The fixed effects specification is modified accord-

ingly.

Estimation results for (5) are given in Table 6. First, we note that the

estimated treatment effects for the first three years are close to zero for all three

specifications, meaning that the differences in wage levels between treatment

and control group firms are now well accounted for by the covariates in X .

Judging from the estimated treatment effects for 2004 and onwards it appears

that the reform did affect wages prior to its formal implementation, although

the effects were rather moderate, ranging from about -0.7 to about -1.2 per cent

(FE). Based on these observations it appears that firms were holding back on

wages already from the year in which a settlement was reached on mandatory

occupational pensions (2004), and that the cost sharing peaked at nearly 50%

(-1.2/-2.6) of the costs of a minimum requirement pension shifted onto workers

in 2009.

I have also estimated equation (5) with a treatment effect also for the year

2000. The overall pattern is similar to the one seen in Table 6 and Figure 4,

but the estimated treatment effects are smaller in magnitude and less precisely

estimated when the tenth treatment effect dummy is included. Finally, when

regressions are run on a balanced panel, that is, when only firms having at

least ten full-time, full-year employees for all of the 11 years of observation

are included, none of the estimated treatment effects are significantly different

from zero. This might indicate that cost sharing has mainly taken place in

not-so-stable firms.
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Table 6: Estimation results for equation (5): dynamic adjustments

OLS WLS FE

treated01 -0.000187 0.00203 -0.000663
(0.00533) (0.00626) (0.00309)

treated02 0.000691 0.00241 -0.00131
(0.00508) (0.00583) (0.00310)

treated03 -0.00427 -0.00248 -0.00445
(0.00497) (0.00562) (0.00328)

treated04 -0.0109∗ -0.00918 -0.00694∗

(0.00493) (0.00557) (0.00350)
treated05 -0.0171∗∗∗ -0.0147∗∗ -0.00990∗∗

(0.00481) (0.00538) (0.00353)
treated06 -0.0107∗ -0.00943 -0.00943∗

(0.00508) (0.00578) (0.00393)
treated07 -0.00824 -0.00498 -0.00561

(0.00523) (0.00583) (0.00402)
treated08 -0.00825 -0.00834 -0.0102∗

(0.00528) (0.00591) (0.00428)
treated09 -0.00948 -0.0107 -0.0123∗∗

(0.00525) (0.00594) (0.00452)
DC -0.0239∗∗∗ -0.0130∗∗∗

(0.00166) (0.00180)
NoOP -0.0419∗∗∗ -0.0318∗∗∗

(0.00334) (0.00381)
county x x

Year×Industry x x x

frachi 0.533∗∗∗ 0.586∗∗∗ 0.232∗∗∗

(0.00488) (0.00547) (0.0167)
fracmale 0.292∗∗∗ 0.300∗∗∗ 0.198∗∗∗

(0.00326) (0.00373) (0.0150)
fracimm -0.190∗∗∗ -0.188∗∗∗ -0.0766∗∗∗

(0.00800) (0.00850) (0.0172)
meage 0.166∗∗∗ 0.165∗∗∗ 0.0580

(0.0134) (0.0173) (0.0444)
meage2 -0.00367∗∗∗ -0.00369∗∗∗ -0.00112

(0.000328) (0.000419) (0.00105)
meage3 0.0000270∗∗∗ 0.0000273∗∗∗ 0.00000744

(0.00000265) (0.00000335) (0.00000823)
cons 9.994∗∗∗ 9.981∗∗∗ 11.49∗∗∗

(0.182) (0.237) (0.619)

N 71860 71860 71725
R2 0.576 0.584 0.531

Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.

OLS standard errors are heteroskedasticity robust.
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Figure 4: Estimated treatment effects from a model with firm level fixed effects that
allows for pre- and post-reform effects. LHS = log(firm level avg. wage), sample with
pscore ∈ [0.1, 0.9].

7.2 The roles of labour unions and centralised negotia-

tions

Knowing that the idea of introducing mandatory OPs in Norway was first ad-

vocated by labour unions, it seems reasonable to suspect that the degree of cost

sharing may vary with the unions’ influence on wages. According to Summers

et al. (1993) and Ooghe et al. (2003) one should suspect to see more cost sharing

in economies where the wage setting is highly centralised, if unions are more

likely than individuals to recognize the link between current contributions and

future benefits. This line of reasoning is also supported by Alesina and Perotti

(1997), who present a theoretical model that predicts a hump-shaped relation-

ship between the degree of centralisation and the degree of shifting of labour

taxation.

It is important to note, however, that both Summers et al. and Alesina and

Perotti meant to explain cross-country differences and did not claim that the

mechanisms at work within a country with a given level of centralisation are the

same as those that are crucial for explaining differences between countries with

different levels of centralisation. Also, it might be that the impact of unions
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on the economic incidence of mandated OPs, for which there is a direct link

between contributions and future benefits, is very different from their impact

on the incidence of mandated social security contributions (Summers et al.) or

general labour taxation (Alesina and Perotti).

In Norway there are central tariff negotiations between the biggest employer

and employee organisations. A majority of the firms also take part in local ne-

gotiations, but some base their wage setting on central negotiations only, while

others do not take part in neither central nor local negotiations.9 Based on the

above-referenced literature one should expect to see more being shifted onto em-

ployees in firms where the wage setting is based merely on central negotiations.

If local union leaders are less concerned with economy wide considerations than

the central leaders/unions, one would expect to observe a lesser extent of cost

sharing where there is some local negotiations and where there are unions with

high bargaining power (high share of unionised workers).

Before moving on to the econometric analysis we will fix ideas by imagining

an economy where both the influence of central negotiations and the bargain-

ing power of local unions are characterised by binary variables; Central and

UnionShare. By combining the two we arrive at four sub-markets with dif-

ferent wage setting mechanisms, as described in Table 7. When both variables

are zero, that is, when wages are not influenced by central negotiations and the

local unions have no bargaining power, we are faced with a competitive market

and would expect costs to be fully shifted onto the employees (panel A). In

panel B, where local unions have high bargaining power and outcomes of the

central negotiations have no impact on the wage setting, the firms will end up

bearing the entire cost of the mandate (no shift), whereas the combination of

full influence of central negotiations and local unions with no bargaining power

(panel C) would imply full shift. The outcome in the fourth sub-market (panel

D) is indeterminate, as the two forces act in opposite ways.

To test these hypotheses we will use activity-specific union densities as a

9Cf. Løken and Stokke (2009) for a comprehensive overview of Norwegian labour relations.
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Table 7: Implications of various wage setting mechanisms

UnionShare = 0 UnionShare = 1

Central = 0
A. Full shift B. No shift

Central = 1
C. Full shift D. Indeterminate

proxy for the unions’ influence on the wage setting in local negotiations: The

variable UnionSharej is defined as the fraction of workers who deduct union

membership fees from their pay check (which is the common way to pay mem-

bership fees among Norwegian union members) in firm j’s three-digit NACE

industry (activity). The use of union density as a proxy for the ability of unions

to influence wages is supported by establishment-level evidence from Norway,

documenting a strong relationship between union membership shares and in-

dividual wages (see Barth et al. (2000)). To characterise wage negotiations in

the different activities we use the variable Centralj , which is constructed from

a large firm level survey conducted in 2003 (Arbeids- og Bedriftsundersøkelsen

(ABU 2003)). Centralj is the fraction of firm managers in firm j’s three-digit

NACE industry who answered that wages are influenced by the outcomes of

central but not local negotiations. UnionShare is available for all 193 activities

in the restricted sample, whereas Central is available for 150 activities. Some

descriptive statistics for each of the three groups of firms are given in Table 8,

and a scatter plot of Central against UnionShare in Figure 5.10

The baseline specification is now modified in two ways: (i) To take account

of the dynamic adjustments revealed in the preceding section the treatment

indicator Dst now takes the value 0.5 for NoOP-firm observations from 2004

through 2006 (pre-reform), 1 for NoOP-firm observations from 2007 and 2009

(post-reform), and zero otherwise. (ii) The treatment indicator is interacted

10I am indebted to Bernt Bratsberg for providing me with the union membership series and
the data on types of negotiations.
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Table 8: Union membership and negotiations - summary statistics (2005)

n Mean Std. Dev Min Max

UnionShare
DB-firms 2,221 0.378 0.181 0.038 0.880
DC-firms 2,559 0.376 0.180 0.038 0.880
NoOP-firms 4,000 0.340 0.160 0.038 0.884

Central
DB-firms 2,161 0.165 0.235 0 1
DC-firms 2,531 0.144 0.208 0 1
NoOP-firms 3,898 0.170 0.231 0 1

Corr (UnionShare, Central) = −0.156
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Figure 5: Scatter plot of Central against UnionShare for No OP firms.
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with each of the variables UnionSharej and Centralj ;

w̄jkst = α+ γsOP-groups + λktt+ δDst

+ ξ (UnionSharej ·Dst) + ψ (Centralj ·Dst) +X
′
jtβ + εjkst, (6)

where the respective means are subtracted from UnionSharej and Centralj .

Identification of the total treatment effects now relies on variation across three-

digit industries within two-digit industries. This may sound a bit far-fetched,

but according to Bratsberg and Raaum (2010) there is substantial variation in

industrial relations and wage setting institutions across activities in the con-

struction industry, which is the industry to which 23% of the NoOP-firms in the

sample belong.

Estimation results for equation (6) estimated on the reduced sample are

given in Table 9, first with the UnionShare interactioin only (Columns 1-3),

then with the Central interaction only (Columns 4-6), and finally with both

interactions included (Columns 7-9), and Table 10 gives total treatment effects

at different values of the two variables based on the estimates in Column 8

(WLS). We first note that more appears to be shifted onto employees in activities

with low shares of unionised workers, that is, where unions are likely to have

relatively low bargaining power in local negotiations.11 It also seems to be the

case that more is shifted in activities where wages being determined exclusively

by the outcomes of central negotiations is more common. There are only minor

changes in the estimated treatment effects when both UnionShare and Central

interactions are included (Columns 7-9 compared to 1-3 and 4-6).12

To perform an informal test of the predictions of Table 7 I have com-

puted WLS total treatment effects at the minimum and maximum values of

11Another possible explanation is one related to negative selection, namely that the com-
bination of high union density and absence of OP prior to the reform is negatively related to
the firm’s economic condition. If wages in these firms were already close to some minimum
level there would be no room for further wage reductions following the reform.

12I have also estimated equation (6) with Mixj in place of Centralj , where Mixj is the
fraction of firms in each activity for which both central and local negotiations have influence
on wages. This gives total treatment effects close to the main effects in Table 9, with no
significant differences across the distribution of Mixj .
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UnionShare and Central in accordance with each of the four panels. This

gives point estimates (standard deviations) of −0.026 (0.0065), 0.027 (0.0086),

−0.047 (0.0088) and 0.005 (0.0131) for Panel A, B, C and D respectively, and

does not reject our initial hypotheses. Although one should bear in mind that

the predictive power of the linear regression model far away from the centre

of the covariate distribution may be questionable, the results in this section

seem to be in line with the existing literature: More appears to be shifted onto

employees in activities where wages are determined by the outcomes of cen-

tral negotiations, whereas less is shifted onto employees in activities with high

shares of unionised workers. As UnionShare is negatively related to Central,

this may reflect that local union leaders are less concerned with economy wide

considerations than the central leaders or unions.

Although the interpretation of the discovered heterogeneities with respect

to UnionShare and Central appear to make logical sense, is supported by the

data and fits well with existing literature I have found no supportive evidence in

documents related to the central negotiations in 2004 and 2006. Another counter

argument is that firms participating in the central tariff agreements would tend

to have established an OP prior to the reform. An alternative explanation is

that many of the firms stating that wages are influenced by central but not local

negotiations are firms that mainly follow the outcomes of central negotiations

and where any deviations from these are dictated by managers. The fact that

costs are fully shifted onto employees in activities with high values of Central

might thus reflect that local labour unions have little impact on wages in these

activities rather than central union leaders being more encompassing than local

union leaders.
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Table 9: The effects of union membership shares and central negotiations

UnionShare Central UnionShare & Central
OLS WLS FE OLS WLS FE OLS WLS FE
(1) (2) (3) (4) (5) (6) (7) (8) (9)

DC -0.0249∗∗∗ -0.0137∗∗∗ -0.0275∗∗∗ -0.0165∗∗∗ -0.0275∗∗∗ -0.0165∗∗∗

(0.00190) (0.00169) (0.00192) (0.00171) (0.00192) (0.00171)
NoOP -0.0464∗∗∗ -0.0341∗∗∗ -0.0458∗∗∗ -0.0336∗∗∗ -0.0460∗∗∗ -0.0338∗∗∗

(0.00217) (0.00215) (0.00220) (0.00219) (0.00220) (0.00219)
treatdyn -0.0106∗ -0.00984∗ -0.00689∗ -0.0117∗∗ -0.0106∗∗ -0.00735∗ -0.0106∗ -0.00957∗ -0.00683∗

(0.00413) (0.00408) (0.00320) (0.00417) (0.00412) (0.00329) (0.00418) (0.00413) (0.00326)
ushare -0.0325∗∗∗ -0.0299∗∗∗ -0.0381∗∗∗ -0.0358∗∗∗ -0.0464∗∗∗ -0.0431∗∗∗

(0.00749) (0.00632) (0.00744) (0.00642) (0.00784) (0.00666)
treatdyn us 0.0674∗∗∗ 0.0724∗∗∗ 0.0453∗∗ 0.0624∗∗∗ 0.0694∗∗∗ 0.0433∗

(0.0171) (0.0165) (0.0169) (0.0181) (0.0171) (0.0183)
central -0.121∗∗∗ -0.106∗∗∗ -0.121∗∗∗ -0.106∗∗∗

(0.00444) (0.00419) (0.00446) (0.00420)
treatdyn c1 -0.0326∗∗ -0.0346∗∗ -0.0180 -0.0259∗ -0.0266∗ -0.0131

(0.0111) (0.0114) (0.0105) (0.0115) (0.0116) (0.0109)
cons 9.909∗∗∗ 9.826∗∗∗ 11.13∗∗∗ 9.852∗∗∗ 9.826∗∗∗ 11.18∗∗∗ 9.861∗∗∗ 9.838∗∗∗ 11.17∗∗∗

(0.207) (0.187) (0.569) (0.211) (0.187) (0.583) (0.211) (0.187) (0.582)

N 54451 54451 54261 52474 52474 52286 52474 52474 52286
R2 0.560 0.569 0.466 0.573 0.580 0.462 0.573 0.581 0.462

Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. OLS standard errors are heteroskedasticity robust. Additional controls are
county dummies (OLS/WLS), industry specific year effects, a cubic polynomial in the mean age of the employees, the fraction of male employees and
the fraction of immigrants.
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Table 10: Total treatment effects (based on Table 9 (Column 8))

UnionShare Central

p10 -0.0246883∗∗∗ (0.0053792) -0.0053497 (0.0045885)
p20 -0.0230813∗∗∗ (0.0051345) -0.0053497 (0.0045885)
p25 -0.0214928∗∗∗ (0.0049118) -0.0059048 (0.004488)
p30 -0.0199657∗∗∗ (0.0047185) -0.0059099 (0.0044871)
p40 -0.0164095∗∗∗ (0.0043611) -0.0063519 (0.0044151)
p50 -0.0102494∗ (0.0041251) -0.0067993 (0.0043497)
p60 -0.0049807 (0.0043523) -0.0079011 (0.0042232)
p80 -0.0031347 (0.0045179) -0.0155459∗∗∗ (0.0048055)
p90 0.0026981 (0.0052686) -0.0197435∗∗∗ (0.0059569)
p95 0.0092501 (0.0063966) -0.0224163∗∗∗ (0.0068473)
p99 0.0147638∗ (0.0074839) -0.0288211∗∗ (0.0092369)

Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001.
The percentiles in the first column are those of the distribution of each of the
variables UnionShare and Central for NoOP-firms.

8 Conclusion

The purpose of this paper has been to provide new insights about the economic

incidence of mandatory occupational pensions, and more generally about the

offset between pensions and wages. To overcome simultaneity biases caused

by the joint determination of pensions and wages, the recent introduction of

mandatory OPs in Norway has been exploited as a source of exogenous vari-

ation in pension coverage. Various difference-in-differences models have been

estimated on a large panel of Norwegian private sector firms covering the years

1999 through 2009, and estimation results indicate that firms have only been

able to shift parts of the costs onto employees: The largest estimated average

treatment effect from the most flexible fixed effects model indicates that less

than 50% of the costs of a minimum requirement OP was shifted onto workers

in 2009, three years after the reform was formally implemented. The results

also reveal considerable heterogeneities across activities with different wage set-

ting mechanisms: More appears to be shifted onto employees in activities where

wages are influenced by central, but not local negotiations, and in activities with

low shares of unionised workers.

The fact that labour unions at the central and local levels appear to pursue
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conflicting objectives for this particular matter is a finding which may deserve a

more thorough analysis. Also, given that the average treatment effects suggest

that a significant proportion of the costs are borne by employers, one should

expect to see responses also in employment, prices or profits. A complete analy-

sis of employment effects should take account of possible compositional changes

and changes in employment levels, which would require an analytical framework

different from the one applied in this paper. Sufficiently detailed data on prices

and profits are not readily available, and hence an assessment of price and profit

effects of the mandate must also be left for further research.
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A Appendix

i



Table A1: Estimation results for equation (3), stepwise inclusion of covariates

OLS I OLS II OLS III OLS IV OLS V OLS VI OLS VII OLS VIII

treated0609 -0.00275 -0.00456 -0.00370 -0.00248 -0.00250 -0.00472 -0.00434 -0.00316
(0.00372) (0.00335) (0.00343) (0.00322) (0.00309) (0.00307) (0.00267) (0.00265)

Year x x

OP-group x x x x x x x x

Industry x

Year×industry x x x x x x

County x x x x x

Fracmale x x x x

Meage x x x

Frachi x x

Fracimm x

cons 12.72∗∗∗ 12.66∗∗∗ 12.66∗∗∗ 12.80∗∗∗ 12.60∗∗∗ 9.671∗∗∗ 10.08∗∗∗ 10.12∗∗∗

(0.00319) (0.00304) (0.00467) (0.00461) (0.00521) (0.182) (0.167) (0.165)

N 87210 87210 87210 87210 87210 87210 87210 87210
R2 0.120 0.295 0.297 0.393 0.432 0.438 0.588 0.593

Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. OLS standard errors are heteroskedasticity robust.
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A.1 A probit model of Pr(OP = 1)

Table A2: Average marginal effects from probit model

Coefficient Standard error

Inace 1 -0.0986∗ (0.0405)
Inace 2 0.0940∗ (0.0416)
Inace 5 -0.0600∗∗∗ (0.0146)
Inace 6 -0.0205 (0.0125)
Inace 7 0.0642∗ (0.0258)
Inace 8 -0.0566∗∗ (0.0196)
Inace 9 0.104∗∗ (0.0330)
Inace 10 -0.118∗∗∗ (0.0172)
Inace 11 -0.0760 (0.0429)
Inace 12 0.0205 (0.0263)
Inace 13 -0.0525 (0.0282)
lnnemp 0.241∗∗∗ (0.00598)
Icounty 1 -0.0444∗ (0.0219)
Icounty 2 -0.0194 (0.0166)
Icounty 4 0.0330 (0.0246)
Icounty 5 0.0261 (0.0241)
Icounty 6 -0.0435∗ (0.0209)
Icounty 7 -0.0461∗ (0.0215)
Icounty 8 0.0238 (0.0260)
Icounty 9 -0.0940∗∗ (0.0355)
Icounty 10 -0.0000714 (0.0266)
Icounty 11 0.0128 (0.0174)
Icounty 12 0.00876 (0.0173)
Icounty 13 0.0134 (0.0296)
Icounty 14 0.0247 (0.0207)
Icounty 15 0.00275 (0.0203)
Icounty 16 0.0944∗∗∗ (0.0284)
Icounty 17 0.0377 (0.0230)
Icounty 18 0.0111 (0.0280)
Icounty 19 -0.0644 (0.0427)
frachi 0.296∗∗∗ (0.0237)
fracmale -0.0578∗∗ (0.0206)
fracimm -0.217∗∗∗ (0.0441)
meage 0.134 (0.0834)
meage2 -0.00246 (0.00202)
meage3 0.0000173 (0.0000162)

N 10365
pseudo R2 0.210 ll -5513.7

∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. Dependent
variable = 1 if the firm had an OP in 2005 (base year), 0
otherwise.
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