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Abstract

Coinsurance payments aim at reducing incentive problems among the insured, but can give rise to additional agency problems. For example, an employer provided co-payment on sickness insurance adds an additional cost to employing people with bad health. This paper uses a reform within Swedish sickness insurance to assess the effect of co-payments by employers on selection of workers. By comparing how the introduction of the coinsurance scheme affects the hiring and firing of workers with different health states, we find evidence on increased worker selection based on expected health. Moreover, in a labor market with wage rigidity, employers cannot mitigate higher coinsurance costs with lower salary, and we therefore expect employers to be more selective in sectors with rigid wage setting. Our results indicate the selection effect to be larger in sectors with more rigid wages.
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1 Introduction
Insurance is a great invention as it enables agents to avoid unwanted risk. But insurance comes at the cost of incentive problems generating inefficiencies: Once an agent is covered, he has incentives to change his behavior and not take sufficient precaution against the risk that is covered. One way of hampering this incentive problem is to introduce coinsurance. The insured is made to face part of the risk himself.

Many insurance contracts have consequences on other agents than the insured and the insurer, which in turn may affect the usage of the insurance. The interplay between medical insurance and the behavior of medical doctors is one example. Similarly, employers play a role for the usage of insurance against income loss due to sickness absence. With right measures on, for example, working environment they can both prevent and abbreviate absence spells among their employees. 

Their incentives for doing that however depend on the insurance contract. A universal, community rated Government provided sickness insurance does not provide the best of incentives. On the contrary, in such a scheme the employers may be tempted to refer health problems caused by a bad working environment to the sickness insurance. A remedy to this agency problem would be to make employers liable to a coinsurance payment. It would enhance them to reduce health hazards and to provide rehabilitation for long term sick employees, and thus decrease the usage of the insurance. We call this an insurance usage effect.

Now, such coinsurance payment scheme introduces another agency problem since the employers’ capacity to reduce absence among their workers after all is limited. Workers differ in their innate health and in their propensity to report-in sick. In other words, they differ in their likelihood of utilizing the insurance. As long as the coinsurance payment cannot be shifted over to the workers wage, it implies an additional cost of employing workers with bad expected health and makes employers less inclined to hire them. Therefore, a side-effect of a coinsurance payment scheme is that individuals with bad expected health may face worse employment prospects. This effect is called a worker selection effect.
In this paper we analyze if employers act on the incentives to select the fittest when faced with a coinsurance payment. To identify this agency problem we use a reform that introduced an employer coinsurance payment in the Government provided and obligatory sickness insurance in Sweden. The policy change provides a quasi-experimental setting where it is possible to observe how the propensity to find and keep a job is affected by the introduction of the coinsurance scheme among individuals with different expected health status. We expect it to become relatively harder to find – and easier to lose – a job the worse the workers expected health. 

Since the process into and out of employment may differ across health states we need to capture innate differences in employment prospects. In effect, to identify the selection effect of the coinsurance scheme the reform enables us to use a difference-in-differences (DD) estimated discontinuity strategy. Our estimations are based on detailed register data on employment, unemployment, and sickness spells five years before and one year after the reform, as well as a rich set of individual characteristics. 

Theoretically, a coinsurance scheme could affect workers’ wages: workers with more absence, either expected or actual, are offered lower wages. The more adjustable the wages, the less should we expect of the selection effect. In general, wages on the Swedish labor market are considered as relatively rigid. This however varies across sectors, the public sector wages being the most rigid. Consequently, the effect on firing and hiring should vary across sectors with different degree of wage rigidity. In our empirical analysis we test this hypothesis by using the labor market sector as a third difference. 

The co-insurance has similar features as mandated worker compensation benefits, as it increases the cost of providing insurance coverage to employees. The literature on mandating benefits for specific groups finds that increased insurance costs are mainly transmitted into lower wages, with only small effects on labor demand (see for example Gruber and Krueger 1990, and Gruber 1994)
. Baicker and Chandra (2005), in turn, find that rising health insurance premiums both generates offsetting wage reductions and reduces labor demand—both at the intensive and extensive margins. 

The outline of the rest paper is as follows: Section 2 presents the institutional setting in Sweden and the reform. The hypotheses are derived within a simple theoretical framework. Section 3 describes the empirical strategy and the data. Section 4 to 7 present the estimated results for hiring, firing, early retiring and wage effects. Finally, section 8 concludes.
2 Employers’ coinsurance payments and the reform

This section describes the reform that made employers liable to a coinsurance payment within the mandatory, Government provided sickness insurance in Sweden. Expected effects of the insurance scheme are theoretically analyzed within a simple conceptual framework that builds on Gruber and Krueger (1990), and related to the empirical setting in to generate testable hypotheses.

2.1 Swedish sickness insurance
Sweden has compulsory national sickness insurance. The system is financed by a propor​tional payroll tax and replaces earnings forgone due to temporary health problems that prevent the insured worker from doing her regular job. Almost all employed workers are automatically covered by SI.
 Benefits are related to the lost income during the sick spell. 

Sickness benefits are, and have been, generous. Just before the reform in 2005 workers received 77.6 percent of their lost income from public insurance. The reform increased the replacement ratio to 80 percent. A benefit cap excluded workers at the top of the income distribution, approximately a quarter of all workers, from receiving the full 77.6 or 80 percent. Among actual benefit claimants, however, the share was lower, slightly more than 10 percent.
 However, in addition to public insurance most Swedish workers are also covered by negotiated SI programs regulated in agreements between labor unions and employers’ confederations. These insurance programs replace about 10 percent of forgone earnings, although there is considerable variation between them. Each sick spell starts with one uncompensated qualifying day. Since 1991, some of the financial (and administrative) burden has been on employers as they pay sickness benefits during the first weeks of sickness.
 

During the reform period, there was no limit on how often or for how long public insurance benefits are paid. Many sick spells continued for more than a year but examples of much longer durations existed. These long spells were more likely to lead to disability pensions than a return to work.  

Monitoring of sick spells has traditionally been quite loose. A sick spell starts when the worker calls the public social insurance office to report sick. Within a week, at the very latest on the eighth day of sickness, the claimant must verify eligibility by showing a doctor’s certificate that proves reduced working capacity due to sickness. The public insurance office then judges the certificate and decides upon further sick-leave. It is very rare that the certificate is not approved. 

Of course, some exemption rules make it possible for the public insurance offices to monitor more (or less) strictly. When abuse is suspected, they may visit the claimant at home. Claimants who have been on sickness benefits too frequently in the past may be asked to show a doctor’s certificate from day one. Moreover, a new sick spell starting within five working days of the first is counted as a continuation of the first, making it impossible to report sick every Monday without ever visiting a doctor. Individuals with chronic illnesses, on the other hand, need not verify their eligibility each time illness forces them to remain at home.

Since 1991, some of the financial (and administrative) burden has been shifted to employers by requiring that they pay sickness benefits during the first weeks of sickness.
 

2.2 The reform

In the late 1990’s, sickness absence in Sweden grew substantially: between 1997 and 2003 government spending on the sickness insurance more than three-folded. The long term absence increased in particular. This increase in sickness absence was, in part, viewed as being caused by poor working conditions, whereby employers did not take proper responsibility of the health externalities of their business activity. With employer contributions to the sick-insurance being community rated, employers had limited incentives to internalize work related health hazards or to rehabilitate workers on sick leave. In order to give employers stronger incentives, the Social democratic government reformed the public sickness insurance in 1 January 2005 by introducing a co-insurance on employer contributions to the insurance.
The reform in 2005 altered several components of the sickness insurance. The replacement ratio was increased from 77.6 to 80 percent of lost income, thus improving the overall benefit size for the insured (with earning below the cap). The employers’ sick-pay period was shortened from three to two weeks. The employers’ contribution to sickness insurance was reduced by 0.24 percentage points (corresponds to X percent). Finally, and most important, employers were made liable to a coinsurance payment after the sick-pay period. The coinsurance was 15 percent of the sickness benefit bill. This implied higher contributions to the sick-insurance by employers with high sick absence, and lower contributions by employers with low absence. On the aggregate, the reform was intended to be neutral; that is, the average contribution by employers was not changed.
Some exceptions to the co-insurance were included. If the insured received rehabilitation benefits, implying that he/she participated in rehabilitation program, was on part-time sick leave or on disability benefits, the employer was relieved from coinsurance payments. 
In 1 January 2007, the sickness insurance was again reformed, and the employer’s coinsurance payment was abolished.
2.3 Worker selection based on health

A co-payment on a mandatory employer-provided sickness insurance implies an additional wage cost once an employee is absent from work due to sickness. This would not affect firm policies if there were no observable differences in health across workers. However, workers can both differ in their intrinsic health status, and in their propensity to report-in sick. If employers have a credible signal – possibly by observing the health state directly – of how workers differ in their likelihood of utilizing the insurance, they may use this information when hiring, firing, or setting the wages. This can easily be seen in a simple conceptual framework building on on Gruber and Krueger (1990).
Let us first assume a labor market where labor demand and labor supply are given by,
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where W is the wage and C the expected co-insurance cost faced by the employer, and α is the value that the employee put in the benefit provided by the employer. Note that C, that is a signal of the employee’s future health realizations, in this case is observed symmetrically by both the employer and employee. In equilibrium in a labor market with flexible wages an increase in expected co-insurance costs, C, is translated into wage cuts according to,
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That is, if the employee’s value the benefit that is provided to its full market value α=1, the increase in non-wage benefit is translated into a fully offsetting wage reduction. This could be the case when benefits provided by the employer are extended and thus perceived by employees as an add-on. This would be the case especially for benefits that are difficult for the individual to buy on the market.
 However, when it comes to introducing a co-insurance on an existing benefit it is doubtful if employees fully appreciate it to its market value. Note also that wages would not be affected if the employer does not get any signal of the expected co-insurance cost.
The effect on labor input is from introducing a co-insurance can be seen by differentiating labor demand,
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Changes in labor demand depends on how responsive wages are to the expected co-insurance cost, and on the elasticity of labor demand, f´. Unresponsiveness of wages need not only depend on a low valuation of the benefit (ie. a low α) but can also be due to wage rigidities caused by high unionization or minimum wages. That is, if the wage is not responsive to an increased co-payment cost, it is translated solely into a reduced demand for labor; the size of which depends on labor elasticity. 
If, however, the employer does not get any signal of the (current or prospective) employees’ expected co-insurance cost, he can neither select workers on their health nor differentiate their wages. 

This theoretical framework provides us with three hypotheses of the labor market consequences of co-payments in sickness insurance.
Hypothesis 1: If employers can observe a signal of an agents’ health, than when introducing a co-insurance, agents with good health and thereby a low expected co-insurance cost have a higher likelihood of getting hired and staying employed.

Hypothesis 2: In markets with less wage flexibility the introduction of a co-insurance will lead to more cherry-picking by employers.

A co-insurance implies that the cost of employing workers with bad health increases, but employers can only act on the incentives to select the fittest if they can discriminate between individuals at different health states. The selection effect can therefore be expected to be larger the better signals the employer has of the workers’ future sickness absence. 

Hypothesis 3: When introducing a co-insurance, there will be more selection on health in firing than in hiring.

The effects of a coinsurance on sick-insurance depend crucially on the responsiveness of employers to additional labor costs, whether employers receive credible signals of the health of (current and prospective) employees, wage rigidities, and labor market regulation. In essence, the size and the scope of these effects are an empirical question that has to be taken to the data. 
3 Empirical strategy

3.1 Identification
The reform makes it more expensive with bad health employees. The question is then, do employers select based on expected health? We identify the hiring, firing and early retiring effects using a so called difference-in-difference discontinuity strategy. The steps in the identification are as follows:

1. Difference 
We compare the employment prospects of unemployed, bad-health, workers with unemployed workers with ‘perfect’ health. Similarly, we compare the unemployment risk for employed, bad-health, workers with employed at full health.
2. Difference-in-Differences
We compare the relative differences in employment prospects and unemployment risk, respectively, between various bad-health groups.
3. Difference-in-Differences discontinuity 
We follow the above difference over time. The pattern in period before the reform is used as a comparison for the pattern in period after the reform.
3.2 Data
To estimate the effect on hiring, we use a sample of unemployed. From the Employment Service register (HÄNDEL), we sample all registered unemployed first working day in a month from January 2000 to December 2005. As unemployed, we count openly unemployed and participants in active labor markets programs. The outcome measure is defined by counting days of employment per month six months after starting point. 

The sample is divided into five groups according to the expected health of the individuals. Expected health is defined by the individual’s sickness absence history. We count the number of days on sickness insurance (SI) 24 months before sampling point. The healthy comparison group contains all individuals with zero SI days. The bad health group divided into quartiles (Q1-Q4) (i) within the local labor market, and 

(ii) within the UI fund. Table 1 shows some descriptive statistics for two of the 72 (6 years*12 months) samples used in the analysis.
Table 1 Descriptive statistics for the sample of unemployed, 2002-2006. 


[image: image4.emf]  Co n trol  Q1  Q2  Q3  Q4     Sic k days (1998, 1999 )  0  15  75  244  585   Female  0.42  0.51  0.52  0.52  0.55   Age  40.0  41.0  41.7  43.6  44.7   Secondary  0.39  0.45  0.45  0.46  0.46   University  0.42  0.36  0.32  0.29  0.26   January 2000  E mplo y ment (July 2000)  9.01  9.12  7.74  5. 52  2.50    Observations  245,359  32,487  34,024  34,925  33,307           Sic k days ( 2003,  2004)  0  17  76  237  584   Female  0.41  0.51  0.52  0.52  0.57   Age  40.2  41.6  42.0  43.4  43.8   Secondary  0.31  0.39  0.39  0.42  0.43   University  0.48  0.40  0.38  0.36  0. 35   January 2005  E mplo y ment (July 2005)  8.80  8.39  7.31  5.16  2.45          


To estimate the effects on firing and early retiring, we use a sample of employed based on data from Statistics Sweden and from the Social Insurance Office register.
 We sample all employed 25-60 years each month during the period January 2000 – December 2006. An individual is defined as employed if we can observe an income statement (kontrolluppgift) for that month and if he is not registered with Employment Service as unemployed. The outcome measure firing is defined by the Employment service register: if the individual is unemployed at least one day according to Händel the sixth month after the sampling point, he is defined as having been fired. The individual is defined as early retired if he is on disability pension according to Social Insurance Office register the sixth month after the sampling point.

Again, the sample is divided into five groups according to the expected health of the individuals. Now, we count the number of days on SI twelve months before sampling point. The healthy comparison group contains all individuals with zero SI days. The bad health group is divided into quartiles (Q1-Q4) within the workplace. Table 2 provides some descriptive statistics.
Table 2 Descriptive statistics for the sample of employed, 2002-2006. 


[image: image5.emf]  Co n trol  Q1  Q2  Q3  Q4     Sic k days (1999)  0  8.63  29.1  85.1  220.8   Female  0.46  0.67  0.67  0.62  0.69   Age  42.8  44.9  45.1  45.7  47.9   Secondary  0.33  0.40  0.40  0.39  0.40   University  0.51  0.39  0.39  0.38  0.34   Unemplo y ment (July 2000)  0.01  0.01  0.02  0.02  0.02   January 2000  Early r etirement (July 2000)  0.01  0.04  0.06  0.10  0.21    Observations  2,343,580  42,575              Sic k days (2004)  0  11.2  37.2  101.1  234.6   Female  0.47  0.70  0.69  0.63  0.71   Age  43.0  44.4  44.6  45.4  46.8   Secondary  0.30  0.36  0.36  0.36  0.38   University  0.58  0.50  0.49  0.46  0.44   Unemplo y ment (July 2005)  0.01  0.01  0.01  0.03  0.03   January 2005  Early r etirement (July 2005)  0.02  0.06  0.10  0.15  0.23          


3.3 Econometric framework

The reform creates a setting where we have three different time trends: one for the samples that are unaffected by the reform (Sampled before July 2004), one for the samples that are partly affected (Sampled between July and December 2004), and one for the samples that are fully affected (after January 2005). The function we wish to estimate is:
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The threshold values, July 2004 and January 2005, are called knots. Figure 1 describes the function:

 SHAPE  \* MERGEFORMAT 



Figure 1 Illustration of the spline function
The outcome equation can be specified using dummies as follows:  
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where 
[image: image10.wmf]*

1

t

=July 2004 and 
[image: image11.wmf]*

2

t

=July 2005. To combine all three equations we write


[image: image12.wmf]1211112222

Ytimeddtimeddtime

bbgdgde

=++++++

 .

To make the function continuous, we require that the segments join at the knots, that is,
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Collecting terms, the first linear restriction is 
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The equation can be estimated by multiple regression using the variables x1=time, x2=(time-July 2004), and x3=(time-January 2005). The hypothesis that the slope of the function is the same for all time is tested by the joint test   (1=0 and (2=0. The most relevant test in our context is the individual test (2=0, i.e. whether the time trend after January 2005 differs from the time trend before July 2004. 
We also estimate a specification where we simply exclude the middle period during which individuals are partly affected by the reform. This is called ‘dummy specification’.
4 Selective hiring effects
Figure 2 is a graphical illustration of the first differences, i.e. the differences between each bad-health group (Q1-Q4) and the comparison group of unemployed workers with ‘perfect’ health.

[image: image17]
Figure 2 Graphical illustration of the hiring effect
Table 3 shows the results from regressions where the probability of being hired is estimated as a linear function of time. The first column reports the results from the specification where the middle period (during which individuals are partly affected by the reform) is excluded. Results from a spline specification are reported in the second column. An estimated treatment effect of -0.034 says that the Q1 group had a 3.4 percentage points lower probability of being employed compared with the comparison (healthy) group. The relative effect relates the treatment effect to the pre-reform probability of being employed among the comparison group. 3.4 percentage points thus corresponds to a 3.2 percent lower probability.  
Table 3 Estimated hiring effects 

	 
	 
	Dummy specification
	Spline specification

	Q1:
	Treatment effect
	-0,034
	-0,030

	
	St.error
	(0,004)
	(0,007)

	
	Constant
	0,064
	0,067

	 
	Relative effect
	-0,032
	-0,028

	Q2:
	Treatment effect
	-0,052
	-0,049

	
	St.error
	(0,000)
	(0,000)

	
	Constant
	-0,071
	-0,070

	 
	Relative effect
	-0,055
	-0,052

	Q3:
	Treatment effect
	-0,087
	-0,083

	
	St.error
	(0,000)
	(0,000)

	
	Constant
	-0,298
	-0,294

	 
	Relative effect
	-0,124
	-0,118

	Q4:
	Treatment effect
	-0,046
	-0,048

	
	St.error
	(0,035)
	(0,024)

	
	Constant
	-0,636
	-0,629

	 
	Relative effect
	-0,125
	-0,130


Note: Hiring is defined as the total number of days as employed during the calendar month six months after starting point, divided by the number of individuals in the sample*30 days.
Table 4 shows the results separately for white and blue collar workers. Recall that our hypothesis is that worker selection is more prevalent in markets with wage rigidity. Thus we expect a larger effect among blue color workers as they are closer to “minimum wages” (Skedinger 2005) and have a higher degree of unionization. The results provide some support for the hypothesis.

Table 4 Estimated hiring effects for white and blue collar workers separately.
	 
	 
	White collar
	Blue collar

	Q1:
	Treatment effect
	-0,028
	-0,047

	
	St.error
	(0,001)
	(0,000)

	
	Constant
	-0,021
	-0,025

	 
	Relative effect
	-0,028
	-0,049

	Q2:
	Treatment effect
	-0,032
	-0,029

	
	St.error
	(0,000)
	(0,002)

	
	Constant
	-0,155
	-0,167

	 
	Relative effect
	-0,038
	-0,035

	Q3:
	Treatment effect
	-0,013
	-0,032

	
	St.error
	(0,375)
	(0,031)

	
	Constant
	-0,408
	-0,401

	 
	Relative effect
	-0,022
	-0,054

	Q4:
	Treatment effect
	0,008
	0,024

	
	St.error
	(0,688)
	(0,295)

	
	Constant
	-0,744
	-0,713

	 
	Relative effect
	0,031
	0,084


5 Selective firing effects
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Figure 3 Graphical illustration of the firing effect

Table 5 Estimated firing effects 

	 
	 
	Dummy specification
	Spline specification

	Q1:
	Treatment effect
	-0,019
	-0,015

	
	St.error
	(0,226)
	(0,352)

	
	Const
	0,181
	0,188

	 
	Relative effect
	-0,016
	-0,012

	Q2:
	Treatment effect
	-0,019
	-0,013

	
	St.error
	(0,172)
	(0,302)

	
	Constant
	0,265
	0,266

	 
	Relative effect
	-0,015
	-0,011

	Q3:
	Treatment effect
	0,083
	0,083

	
	St.error
	(0,000)
	(0,000)

	
	Constant
	0,513
	0,507

	 
	Relative effect
	0,055
	0,055

	Q4:
	Treatment effect
	0,180
	0,161

	
	St.error
	(0,000)
	(0,000)

	
	Constant
	0,358
	0,344

	 
	Relative effect
	0,132
	0,120


6 Early retiring effects
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Figure 4 Graphical illustration of the early retiring effect

Table 6 Estimated early retiring effects 

	 
	 
	Dummy specification
	Spline specification

	Q1:
	Treatment effect
	0,259
	0,239

	
	St.error
	(0,000)
	(0,000)

	
	Const
	0,940
	0,920

	 
	Relative effect
	0,133
	0,124

	Q2
	Treatment effect
	0,173
	0,134

	
	St.error
	(0,001)
	(0,025)

	
	Constant
	1,736
	1,696

	 
	Relative effect
	0,063
	0,050

	Q3:
	Treatment effect
	0,094
	0,040

	
	St.error
	(0,353)
	(0,691)

	
	Constant
	3,527
	3,475

	 
	Relative effect
	0,021
	0,009

	Q4:
	Treatment effect
	0,624
	0,512

	
	St.error
	(0,011)
	(0,031)

	
	Constant
	7,399
	7,303

	 
	Relative effect
	0,074
	0,062


7 Wage effects

To be written
8 Summary and discussion

	 
	 
	Hiring
	Firing
	Early Retiring

	Q1:
	Treatment effect
	-0,030
	-0,015
	0,239

	
	St.error
	(0,007)
	(0,352)
	(0,000)

	
	Const
	0,067
	0,188
	0,920

	 
	Relative effect
	-0,028
	-0,012
	0,124

	Q2:
	TE
	-0,049
	-0,013
	0,134

	
	St.error
	(0,000)
	(0,302)
	(0,025)

	
	Constant
	-0,070
	0,266
	1,696

	 
	Relative effect
	-0,052
	-0,011
	0,050

	Q3:
	TE
	-0,083
	0,083
	0,040

	
	St.error
	(0,000)
	(0,000)
	(0,691)

	
	Constant
	-0,294
	0,507
	3,475

	 
	Relative effect
	-0,118
	0,055
	0,009

	Q4:
	TE
	-0,048
	0,161
	0,512

	
	St.error
	(0,024)
	(0,000)
	(0,031)

	
	Constant
	-0,629
	0,344
	7,303

	 
	Relative effect
	-0,130
	0,120
	0,062
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� Gruber (1994) study the effect of mandating maternity benefits in employer provided health plans and finding a substantial effect on wages for the targeted group, whereas there was little effect in labor input.


� SI also covers some non-employed individuals such as students and job-seekers registered with the Public Employment Service. Students usually receive the minimum amount of benefits whereas the sick benefits of the unemployed are determined by their income prior to unemployment.


� The figures are for 2003 and come from Larsson (2003).


� Employers’ responsibility for sickness benefits, or ‘sick pay’, has varied from 2 to 4 weeks.


� Employers’ responsibility for sickness benefits, or ‘sick pay’, has varied from 2 to 4 weeks. As of June 2005, employers pay full benefits for two weeks of sickness (except for the qualifying day) after which they bear a small share of the total cost for the remainder of the sick spell.


� For example, health insurance may be difficult to purchase on the individual market due to adverse selection.


� Louise, Anst, sjukfallsregistret.
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		Control

		Q1

		Q2

		Q3

		Q4



		January 2000

		Sickdays (1998, 1999)

		0

		15

		75

		244

		585



		

		Female

		0.42

		0.51

		0.52

		0.52

		0.55



		

		Age

		40.0

		41.0

		41.7

		43.6

		44.7



		

		Secondary

		0.39

		0.45

		0.45

		0.46

		0.46



		

		University

		0.42

		0.36

		0.32

		0.29

		0.26



		

		Employment (July 2000)

		9.01

		9.12

		7.74

		5.52

		2.50



		

		Observations

		245,359

		32,487

		34,024

		34,925

		33,307



		

		

		

		

		

		

		



		January 2005

		Sickdays (2003, 2004)

		0

		17

		76

		237

		584



		

		Female

		0.41

		0.51

		0.52

		0.52

		0.57



		

		Age

		40.2

		41.6

		42.0

		43.4

		43.8



		

		Secondary

		0.31

		0.39

		0.39

		0.42

		0.43



		

		University

		0.48

		0.40

		0.38

		0.36

		0.35



		

		Employment (July 2005)

		8.80

		8.39

		7.31

		5.16

		2.45
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		Control

		Q1

		Q2

		Q3

		Q4



		January 2000

		Sickdays (1999)

		0

		8.63

		29.1

		85.1

		220.8



		

		Female

		0.46

		0.67

		0.67

		0.62

		0.69



		

		Age

		42.8

		44.9

		45.1

		45.7

		47.9



		

		Secondary

		0.33

		0.40

		0.40

		0.39

		0.40



		

		University

		0.51

		0.39

		0.39

		0.38

		0.34



		

		Unemployment (July 2000)

		0.01

		0.01

		0.02

		0.02

		0.02



		

		Early retirement (July 2000)

		0.01

		0.04

		0.06

		0.10

		0.21



		

		Observations

		2,343,580

		42,575

		

		

		



		

		

		

		

		

		

		



		January 2005

		Sickdays (2004)

		0

		11.2

		37.2

		101.1

		234.6



		

		Female

		0.47

		0.70

		0.69

		0.63

		0.71



		

		Age

		43.0

		44.4

		44.6

		45.4

		46.8



		

		Secondary

		0.30

		0.36

		0.36

		0.36

		0.38



		

		University

		0.58

		0.50

		0.49

		0.46

		0.44



		

		Unemployment (July 2005)

		0.01

		0.01

		0.01

		0.03

		0.03



		

		Early retirement (July 2005)

		0.02

		0.06

		0.10

		0.15

		0.23



		

		

		

		

		

		

		






