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Abstract 
 
Participants, like econometricians, may have difficulty in constructing the counterfactual 
outcome required to estimate the impact of a program.  In this paper, we directly assess 
this question by examining the extent to which program participants are able to estimate 
their individual program impacts ex-post.  Utilizing experimental data from the National 
Job Training Partnership Act (JTPA) Study (NJS) we compare experimentally estimated 
program impacts to individual self-reports of program effectiveness after the completion 
of the program.  We estimate individual experimental impacts by two methods: (1) 
subgroup variation; and (2) the assumption of perfect rank correlation in impacts.  Little 
evidence of a relationship between these experimentally estimated program impacts and 
self-reported program effectiveness is found.  We do find evidence that cognitively 
inexpensive potential proxies for program impacts such as before-after differences in 
earnings, the type of training received, and labor market outcomes are correlated with 
self-reported program effectiveness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

     



 

1.0 Introduction 
 

Evidence-based policy choice requires systematic and rigorous empirical program 

evaluation. Data and methods for this have improved rapidly. Social experiments, 

virtually unknown before 1970, now provide some random assignment of individuals to 

participation or nonparticipation in programs, and also measure individual outcomes of 

policy interest, for a wide variety of economic, social and criminal justice programs; see 

Greenberg and Shroder (2004).  Estimation methods have also improve over time; see 

e.g., Heckman, LaLonde and Smith (1999) and Abbring, Heckman and Vytlacil (2005). 

At the same time, participants’ own program evaluations have gained attention as 

a complement to, or substitute for, experimental and/or econometric evaluation.  Many 

surveys ask participants whether they believe a program helped them in some way, 

though the specifics, wording and number of these questions varies substantially across 

surveys.  Many, if not most, surveys that contain actual outcome measures of policy 

interest (that is, the data useful for experimental and/or econometric evaluation—instead 

of, or in addition to, administrative data) also include some participant evaluations. 

We compare econometric estimates of program impacts at the individual or 

subgroup level to participant evaluations, using the rich data from the U.S. National Job 

Training Partnership Act (JTPA) Study (NJS).  JTPA was the major employment and 

training program for the disadvantaged in the U.S. during the 1980s and 1990s.  Section 2 

describes this experimental evaluation and its resulting data in detail, including the 

specific structure and wording of the participant evaluation survey question. Later 

sections develop two different econometric estimates of program impacts, and we find 

that these have little systematic relationship to participant evaluations. 

     



 

We consider two broad interpretations of these results. The “subjective 

rationality” (Simon (1956)) interpretation is that both participants and econometricians 

make rational judgments about program success, given their own evaluational premises 

and definitions of success; but their definitions and premises simply differ. Consistent 

econometric impact estimates measure program effects on specific outcomes of policy 

interest (earnings and/or employment, over some specific time period). Participant 

evaluations instead measure program effects on outcomes, and over time periods, defined 

by participants in an unobserved way (these may depend both on question wording and 

participant-idiosyncratic interpretations of that wording). Under this interpretation, weak 

relationships between participant evaluations and econometric impact estimates can occur 

even if participants care a lot about the specific outcomes and time periods analyzed by 

econometricians, since these may still be but a small subset of the outcomes and/or time 

periods participants consider in their own evaluations. 

Our second interpretation of the results is borrowed from cognitive psychology. 

Nisbett and Ross (1980) discuss the idea that agents act as “lay scientists” when they are 

asked to produce verbal judgments about the causal structure of their social environment, 

their own behavior or that of other agents. Like real scientists, lay scientists make these 

judgments using either empirical or theoretical reasoning, or some mixture of these, 

depending on how they interpret questions and, perhaps, which approach appears 

reasonable or easy to them. Yet lay scientists are not real scientists, in two critical senses. 

First, when acting as “lay empiricists,” they are not compelled to follow canons of formal 

inference on pain of professional embarrassment if they do not; nor, when acting as “lay 

theorists,” are they necessarily well-informed as to which theories are well-supported by 

     



 

evidence based on those canons, but may instead subscribe to a stock of “folk theories” 

they share with other lay scientists. These two possibilities, of course, can interact: If lay 

scientists use a poorly supported folk theory as an identifying restriction for empirical 

inference, their inferences will very likely be flawed (Ross 1989). 

While lay empiricists may depend on judgment heuristics (cognitively 

inexpensive shortcuts) that are generally adaptive, these may occasionally lead to 

predictable biases of judgment. Memory is fragmentary, and sometimes biased, so lay 

empiricists may frequently depend on inherently limited data, and may not always correct 

their judgments for such potentially knowable data limitations (Nisbett and Ross 1980). 

They may also fail to correct for potential confounds, particularly those that are not 

salient to them at the time of judgment (Nisbett and Wilson 1977). Put differently, 

participants may not appropriately construct the counterfactual outcome required to 

estimate the impact a program had on them. 

For instance, participants may wholly depend on relatively crude proxies, such as 

simple before-after comparisons, in order to make judgments, without accounting for 

other things that may have changed during treatment periods. Interestingly, before-after 

comparisons and other crude impact proxies are commonly collected and used in 

administrative performance standards systems for employment and training programs, 

perhaps because they are quick and low cost bureaucratic alternatives to the more 

difficult construction of consistent impact estimates. Participants may rely on the very 

same proxies to construct their program evaluations. And in fact, we find evidence 

consistent with this: Participants’ evaluations are predicted both by such crude impact 

proxies, and by imperfect impact estimates based solely on such proxies. This analysis 

     



 

has independent interest since it suggests the extent to which participant evaluations 

might substitute for these measures in administrative performance systems. 

The pure “lay theorist” attempts no empirical evaluation at all, but instead 

consults one of her folk theories and provides a program evaluation (actually, a program 

outcome prediction, instead of the evaluation of her actual outcome) based on it. 

Evidence of theory-driven retrospective evaluations by subjects, from laboratory 

experiments, is long-standing and extensive; see e.g. Nisbett and Wilson (1977) and Ross 

(1989). In our conclusions, we will discuss the close relationship between our findings 

and a very direct laboratory demonstration of theory-driven evaluation by Conway and 

Ross (1984)—a controlled study of participant evaluation. For a simple and pertinent 

example, however, suppose participants have a folk theory that output is generally 

increasing in input expense or resource intensity. They may then be more likely to say a 

program service had a positive impact on them if it seemed relatively expensive or 

resource-intensive, ceteris paribus. We also find evidence consistent with this sort of 

judgment process in participants’ evaluations. 

 In addition to informing decisions about how best to evaluate policies, our 

research may have broader implications.  First, whether or not individuals can accurately 

assess their program impacts, and how they go wrong if they cannot, may have 

implications for the interpretation of instrumental variables estimates in the context of the 

correlated random coefficient model, as in Angrist (2004), Heckman (1997a), Heckman 

and Vytlacil (2005) and Carniero, Heckman and Vytlacil (2005).  In that model, 

complications arise when using instruments that are correlated with the individual-

specific component of impacts.  Those problems go away if individuals do not know their 

     



 

impacts (that is, if they make decisions based on “noise”).  Of course, if individuals 

actually use biased estimates of their impacts in making decisions, the problems may 

return in a different form, depending on how the bias relates to the instrument.  

 Still more broadly, individuals’ ability to accurately represent outcomes 

associated with available alternatives lies at the heart of rational models of human 

behavior. From this perspective, the lay science interpretation of our findings may appear 

to challenge the notion that people accurately represent alternatives and their future 

consequences when making decisions.  Yet the heart of Nisbett and Wilson’s (1977) and 

Ross’ (1989) surveys is a dissociation between experimentally measured causes of 

subject behavior and subjects’ own verbal reports on those causes. Nisbett and Wilson 

remind us that though subjects sometimes tell more than they can know, they also clearly 

know more than they can tell (Polanyi 1964). There is no paradox here: skilled 

performance, which can depend crucially on neural processes hidden from consciousness, 

does not imply a capacity for accurate verbal description of processes underlying such 

performance. A neoclassicist gives no important ground by embracing a lay science 

interpretation of participants’ inability to accurately report program impacts. The capacity 

for verbal report, and the capacity for decision making, are simply two different things. 

 In contrast to the extensive literature from laboratory experiments in social 

psychology referred to above, few studies based on survey data from social experiments 

examine relationships between consistent impact estimates and participant evaluations.  

However, Heckman and Smith (1998) and Philipson and Hedges (1998) do, using 

treatment group dropout (rather than responses to actual evaluation questions) as an 

indicator of participants’ evaluations. More broadly, Jacob and Lefgren (2005) compare 

     



 

principals’ subjective evaluations of teachers to econometric estimates of teacher value-

added, but do not consider the teachers’ own evaluations of their value-added.  

Prendergast (1999) reviews the literature on subjective performance evaluation, but that 

literature primarily views subjective evaluations as a way to deal with situations in which 

agents have multiple tasks (the outputs from some but not all of which allow objective 

measurement), not as a potentially cost-saving alternative to objective evaluation.  That 

literature is also focused mainly on performance evaluation of workers within firms, not 

evaluation of the effects of programs on participant labor market outcomes. 

 We organize the remainder of the paper as follows.  Section 2 describes the basic 

structure of the JTPA program, the NJS experiment and the resulting data.  Section 3 

presents the conceptual framework that guides our econometric analysis and our 

interpretation of results.  Section 4 discusses the construction and interpretation of the 

alternative econometric estimates of program impact on employment and earnings that 

we construct using the experimental data.  Section 5 presents results on the relationship 

between participants’ self-reported impacts and impacts estimated using the experimental 

data.  Section 6 examines the relationship between self-reported impacts and before-after 

employment and earnings changes, as well as proxies such as inputs and outcomes, while 

Section 7 examines the relationship between self-reported evaluations and performance 

measures.  Finally, Section 8 lays out conclusions we draw from our analysis. 

 
 
2.0 Data and institutions 
 
2.1 The JTPA program 
 

     



 

The U.S. Job Training Partnership Act program was the primary federal program 

providing employment and training services to the disadvantaged from 1982, when it 

replaced the Comprehensive Employment and Training Act (CETA) program, to 1998, 

when it was replaced by the Workforce Investment Act (WIA) program.  All of these 

programs share more or less the same set of services (though the latter two omit the 

public sector jobs that led to scandal under CETA) and serve the same basic groups.  

They differ primarily in their organizational details (i.e. do cities or counties play the 

primary role) and in the emphasis on, and ordering of, the various services provided.  

Nonetheless, the commonalities dominate with the implication that our results for JTPA 

likely generalize to WIA (and CETA).1 

 The JTPA eligibility rules included categorical eligibility for individuals receiving 

means tested transfers such as Aid to Families with Dependent Children (AFDC) or its 

successor Temporary Aid to Needy Families (TANF) as well as food stamps.  In addition, 

individuals were eligible if their family income in the preceding six months fell below a 

specific cutoff value.  There were also special eligibility rules for a number of small 

groups and a 10 percent “audit” window that basically allowed local sites to enroll 

individuals at their own discretion.  See Devine and Heckman (1996) for more details on 

the JTPA eligibility rules and Kemple, Doolittle and Wallace (1993) for detailed 

descriptive statistics on the experimental sample in the NJS.  Heckman and Smith (1999, 

2004) provide thorough analyses of the determinants of participation in JTPA conditional 

on eligibility. 

                                                 
1 One possible caveat is that potential participants may have better information to guide them in making 
participation decisions about a relatively old program, as JTPA was at the time of the experiment, then 
about a relatively new program.  This reasoning suggests greater selection on impacts over time as a 
program matures. 

     



 

 The JTPA program provided five major services: classroom training in 

occupational skills (CT-OS), subsidized on-the-job training (OJT), job search assistance 

(JSA), adult basic education (ABE) and subsidized work experience (WE).  Local sites 

had the flexibility to emphasize or de-emphasize particular services in response to the 

needs of the local population and the availability of local service providers.  In general, 

CT-OS was the most expensive service, followed by OJT, ABE and WE.   JSA costs a lot 

less.  See Heinrich, Marschke and Zhang (1998) for a detailed study of costs in JTPA and 

Wood (1995) for information on costs at the NJS study sites.   

 Services get assigned to individuals by caseworkers, typically as the result of a 

decision process that incorporates the participant’s abilities and desires.  This process 

leads to clear patterns in terms of the observable characteristics of participants assigned 

to each service.  The most job ready individuals typically get assigned to JSA or OJT, 

while less job ready individuals typically get assigned to CT-OS, BE or WE, where CT-

OS often gets followed by JSA.  See Kemple, Doolittle and Wallace (1993) for more 

about the service assignment process.  This strongly non-random assignment process has 

implications for our analyses below in which we examine the relationship between the 

participant evaluations and types of services they receive. 

 
 
2.2 The National JTPA Study data 
 

The National JTPA Study (NJS) evaluated the JTPA program using a random assignment 

design.  It was the first major social experiment to evaluate an ongoing program rather 

than a demonstration program brought into existence solely for the purposes of the 

experiment.  Random assignment in the NJS took place at a non-random sample of 16 of 

     



 

the more than 600 JTPS Service Delivery Areas (SDAs).  Each SDA had a local 

geographic monopoly on the provision of employment and training services funded under 

the JTPA.  The exact period of random assignment varied among the sites, but in most 

cases random assignment ran from late 1987 or early 1988 until sometime in spring or 

summer of 1989.  A total of 20,601 individuals were random assigned, usually but not 

always with the probability of assignment to the treatment group set at 0.67.   

 The NJS data come from multiple sources.  First, respondents completed a 

Background Information Form (BIF) at the time of random assignment.  The BIF 

collected basic demographic information along with information on past schooling and 

training and on labor market outcomes at the time of random assignment and earlier.  

Second, all experimental sample members were asked to complete the first follow-up 

survey around 18 months after random assignment.  This survey collected information on 

employment and training services (and any formal schooling) received in the period since 

random assignment, as well as monthly information on employment, hours and wages, 

from which a monthly earnings measure was constructed.  Third, a random subset (for 

budgetary reasons) of the experimental sample members was asked to complete a second 

follow-up survey around 32 months after random assignment.  This survey collected 

similar information for the period since the completion of the first follow-up survey or, in 

the case of individuals who did not complete the first follow-up survey, over the period 

since random assignment.  Response rates to both follow-up surveys were around 80 

percent.  Finally, administrative data on quarterly earnings and unemployment from state 

     



 

UI records in the states corresponding to the 16 NJS states were collected.2 See Doolittle 

and Traeger (1990) on the design of the NJS, Orr et al. (1996) and Bloom et al. (1997) for 

the official impact reports and Heckman and Smith (2000) and Heckman, Hohmann, 

Smith and Khoo (2000) for further interpretation.  Appendix 1 describes the data used in 

this study in greater detail. 

 
2.3 The self-evaluation questions 
 
Exhibit 1 presents the two survey questions that, taken together, define the participant 

evaluation measure we use in this paper.  The question appears on both the first follow-up 

survey and the second follow-up survey.  In both cases, the skip pattern in the survey 

excluded control group members from both questions.  Respondents in the treatment 

group were asked these questions in the second follow-up survey only if they did not 

complete the first follow-up survey. 

 The first question asks treatment group members whether or not they participated 

in JTPA.  The question assumes application because it is implied by the respondent 

having been randomly assigned.  The JTPA program had different names in the various 

sites participating in the evaluation; the interviewer included the appropriate local name 

in each site as indicated in the question.   

 In the second question, respondents who self-report having participated in the 

program get asked whether the program helped them get a job or perform better on the 

job.  This is not the ideal question from our point of view, as it focuses more on a specific 

outcome than on an overall impact, but it is what we have to work with in the JTPA 

                                                 
2 These data were collected twice, once for 12 of the 16 sites by Abt Associates, one of the prime 
contractors on the original experiment, and then for all 16 sites later on by Westat under a separate contract.  
We use the latter dataset in our analysis. 

     



 

evaluation.  However, to the extent that it focuses respondents’ attention specifically on 

the effect of program participation on labor market outcomes, it should increase the 

strength of the relationship between the participant evaluations and the econometric 

estimates of labor market impacts, relative to a broader question that asked about generic 

program benefits. 

 We code the responses to both questions as dummy variables.  The participant 

evaluation measure employed in our empirical work consists of the product of the two 

dummy variables.  Put differently, our self-reported evaluation measure equals one if the 

respondent replies “YES” to question (D7), and “YES” to question (D9).  Otherwise, it 

equals zero. 

 
3.0 Conceptual framework 

3.1 A simple model of participants’ self-reported evaluations 

In this section, we lay out a model of how individual participants might respond to a 

question regarding whether or not they benefited from a program.  The discussion here is 

inspired by those in Manski (1990) and Dominitz and Manski (1994), who provide 

careful economic (and econometric) analyses of responses to questions about fertility 

intentions and returns to schooling, respectively.  Our (very) simple model helps to 

structure the design and interpretation of our empirical work. 

 To begin, we suppose that respondents compare their observed utility given 

participation with the utility they would have experienced had they not participated.  Let 

 denote utility given participation,  denote participation given non-participation and 

let  denote the response to the self-evaluation question.  Then if respondents 

generate their answer by comparing the two utilities, we have  

1U 0U

{0,1}SR∆ ∈

     



 

 1 01( )SR U U∆ = > . 

 This formulation ignores the timing of any affects of participation on utility 

relative to the survey response.  Depending on the wording of the survey question and the 

respondents’ interpretation thereof, respondents may focus on impacts during the period 

up to the survey response, after the survey response, or some combination of the two.  In 

the JTPA context, we expect them to focus primarily on the effects of the program in the 

period leading up to the survey response.  Expanding our notation, let the subscript “b” 

denote the period before the survey response and the subscript “a” denote the period 

following the survey response.  We can then write 

1 0 1 1 0 01( ) 1( ( , ( )) ( , ( )))SR b a b aU U f U E U f U E U∆ = > = > , 

where ( )f  is an increasing function of both its arguments that maps the utility 

associated with participation or non-participation, both before and after the self-reported 

evaluation, into an overall valuation. 

 Next we consider what aspects of participation affect the utility levels of 

individuals.  In particular, we can decompose the impacts that individuals experience into 

components related to earnings or employment and a residual component that includes 

other direct costs and benefits as well as psychic costs and benefits.  Denote labor market 

impacts in the standard notation in the evaluation literature as  

 1 0Y Y Y∆ = − , 

where  denotes the labor market outcome in the treated state and  denotes the labor 

market outcome in the untreated state.  Similarly, denote the impact on all other 

determinants of participant utility by  

1Y 0Y

  1 0B B B∆ = − , 

     



 

where 1B  and 0B  parallel  and  in their interpretation.  In what follows, we will 

further distinguish between impacts realized before and after the survey response. 

1Y 0Y

 This decomposition into impacts on labor market outcomes and on all other 

outcomes that individuals care about corresponds to the components of the impacts that 

we can and cannot estimate econometrically using our data.  The outcomes we (and 

hopefully the respondents) have in mind other than labor market outcomes include direct 

costs of participating in training, such as transportation, childcare expenses, alternative 

time use as in Greenberg (1997), as well as any psychic costs and benefits from 

participating.  Rewriting the survey response function in terms of this additional notation 

yields 

1 0 1 1 1 1 0 0 0 01( ) 1( ( , , ( ), ( )) ( , , ( ), ( ))SR b b a a b b a aU U U Y B E Y E B U Y B E Y E B∆ = > = > , 

or, alternatively 

(1) . 1 0 1 0 1 0 1 0 1 01( ) 1( ( , , ( ), ( ))SR b b b b a a a aU U g Y Y B B E Y Y E B B∆ = > = − − − −

We estimate two variants of equation (1), one suitable for cases where we have  

econometric estimates of  and another in cases where we examine simple 

proxies for .  The next two subsections define these variants. 

1 0( b bY Y− )

)1 0( b bY Y−

 

3.2 Econometric specification: relationship between econometric impact estimates and 

participant  evaluations. 

To examine relationships between our preferred, formal econometric impact estimates 

(discussed shortly in section 4) and participant evaluations, we begin by assuming 

additive separability of the  function into components related to the labor market ( )g

     



 

impact in the period prior to the survey and the remainder of the function.3  Assuming 

that the utility function is monotonic in its arguments, we can put an actual labor market 

impact on the left hand side, yielding 

(2) . 1 0 1 0 1 0 1 0( , , ( ), ( )b b SR b b a a a aY Y h B B E Y Y E B B− = ∆ − − − )

We actually estimate linear versions of (2), given by 

(3)  1 0 0 1 ,b b SRY Y β β ε− = + ∆ +  

where the hat on the impact denotes an estimate and where ε  includes the idiosyncratic 

pieces of 1 0b bB B− ,  and 1 0( )a aE Y Y− 1 0( a aE B B )−  (the means are captured in the 

intercept) as well as the estimation error in the impact estimate and any approximation 

error due to inappropriate linearization. 

 We adopt this formulation in the case of the econometric impact estimates for two 

reasons.  First, because econometric impact estimates include estimation error, we want 

them on the left hand side for the usual reasons associated with measurement error.  In 

contrast, the participant evaluation has no measurement error; the variable is defined as 

the response to the survey question.4  We include no additional covariates on the right 

hand side because one of our two econometric impact estimates (described in detail in 

Section 4.1) consists of predicted subgroup experimental impact estimates. To include 

both these predicted impacts and a set of observables would require excluding at least one 

observable from this equation, but including it among the observables used to construct 

                                                 
3 Additive separability is not innocuous here; it implies no complementarities between the component of 
the impacts we estimate and the other components of the impacts. 
4 The counter-argument in favor of making the participant evaluation the dependent variable despite the 
estimation error in our impact estimates relies on the econometric impacts having the larger variance of the 
two variables. 

     



 

the subgroup impacts.  The observables available to us lack an obvious candidate for 

exclusion. 

 Under the first interpretation of our analysis (subjectively rational participant 

evaluations), a weak estimated relationship in equation (3) indicates that earnings or 

employment impacts, strictly in the period before the evaluation question, are a relatively 

small part of what participants evaluate.  This conclusion requires the qualification that 

we should not forget what lies in the error term.  Among the items in the error term, we 

would expect long term impacts to correlate positively with short term impacts; in 

contrast, impacts on leisure likely correlate negatively with impacts on labor market 

outcomes prior to the survey.  A weak relationship in (3) could thus also result from a 

combination of a positive direct effect of impacts on employment or earnings and a 

negative indirect effect on leisure, working through the correlation between the omitted 

impact on leisure and the included impact on employment or earnings.  Finally, in a 

common effect world in which the program has the same impact on everyone, or in which 

the impact varies but the idiosyncratic component is unknown even to participants, the 

true coefficient on the econometric estimate in (3) equals zero. 

 Under the second interpretation of our analysis, the absence of a relationship 

between the participant impacts and our econometric estimates has an additional possible 

meaning, namely that participants have used the less-than-formal inferential methods of 

lay science to construct flawed impact estimates. However, the lay science explanation 

has additional implications: Variables used by participants to create their estimates, such 

as outcomes or before/after outcome differences (in the case of lay empiricists) or 

measures of program inputs (in the case of lay theorists depending on a theory of positive 

     



 

marginal products of training and education inputs), should simultaneously display a 

relatively strong relationship with the participants’ self-reported evaluations. 

 Finally, regardless of our interpretation, large estimated standard errors suggest 

that our econometric impact estimates embody substantial estimation error. 

 

3.3. Econometric specification: lay science, impact proxies and performance measures 

To further explore the lay scientist idea—that participants’ evaluations depend on 

relatively crude proxy measures of program inputs and outputs—we adopt a more direct 

analog to equation (1) as our econometric specification.  In particular, we assume that  

(4)  0 1 1 01( ( ( )) 0)SR b b Xproxy Y Y Xβ β β∆ = + − + + >ε , 

where ε  has a logistic distribution and X is a vector of observable characteristics with 

corresponding coefficients Xβ .  This is, of course, a standard logit model, which means 

that we can identify the coefficients only up to scale; we report estimates of mean 

derivatives below. 

 We employ (4) rather than (3) in this case because the proxy variables we 

examine, such as labor market outcomes and the types of services received, do not 

contain any measurement or estimation error (unlike our econometric impact estimates).  

In addition, because we measure these variables directly, rather than predicting them as a 

linear combination of the X, we can include conditioning variables X.  These conditioning 

variables soak up residual variance and thus make our estimates more precise.  They may 

also proxy, in part, for 1 0b bB B− , 1 0( )a aE Y Y−  and 1 0( a aE B B )− , thus clarifying the 

interpretation of our estimates. 

 

     



 

4.0 Econometric impact estimators using randomized treatment information 

This section describes our two preferred econometric estimators (those that utilize the 

randomized assignment of the JNS study) for obtaining impact estimates that vary among 

participants.  

 

4.1 Experimental impacts at the subgroup level 

The first method we employ for generating impact estimates that vary among participants 

takes advantage of the experimental data and the fact that random assignment remains 

valid for subgroups defined on characteristics measured at or before random assignment, 

as discussed in, e.g. Heckman (1997b).   

 We estimate regressions of the form  

(5) 0i D i X i I i iY D X D X iβ β β β= + + + +ε , 

where  is some outcome measure,  denotes assignment to the experimental treatment 

group, 

iY iD

iX  denotes a vector of characteristics measured at or before random assignment 

and  represent interactions between the characteristics and the treatment indicator.  

It is these terms that yield variation in predicted impacts among individuals at the 

subgroup level.  The predicted impacts based on (5) for the treatment group members are 

given by 

i iD X

(6)     . 1 0
ˆ ˆ

i i D IY Y Xβ β− = + i

 

 Though quite straightforward conceptually, our experimental subgroup impact 

estimates do raise a few important issues, which we now discuss.  The first issue 

concerns the choice of variables to interact with the treatment indicator.  We address this 

     



 

issue by presenting two sets of estimates based on vectors of characteristics selected in 

very different ways.  One set of estimates simply borrows the vector of characteristics 

employed by Heckman, Heinrich and Smith (2002) in their analysis of the JTPA data.  

The notes to Table 3 list these variables.  The second set of estimates utilizes a set of 

characteristics selected using the somewhat unsavory method of stepwise regression.  

While economists typically shun stepwise procedures as atheoretic, for our purposes here 

that bug becomes a feature, as it makes the variable selection procedure completely 

mechanical.  Thus, we can be assured of not having stacked the deck in one direction or 

another.  In both cases, we restrict our attention to main effects in order to keep the 

problem manageable. 

 We implement the stepwise procedure using essentially all of the variables from 

the BIF including variables measuring participant demographics, site, receipt of means-

tested monetary and in-kind transfers, labor force status and work history.  We include a 

missing indicator for each variable (to avoid losing a large fraction of the sample due to 

item non-response), and interact both the variables and the missing indicators with the 

treatment group indicator.  The stepwise procedure has to keep or drop each variable 

along with the missing indicator and interactions with the treatment indicator as a group.  

The stepwise procedure, which we perform separately for each of the four demographic 

groups, iteratively drops variables with coefficients not statistically different from zero in 

a regression with self-reported earnings in the 18 months after random assignment as the 

dependent variable.5 

                                                 
5 We employ the “step up” stepwise procedure as it has more power than the “step down” and “single step” 
procedures.  See Dunnett and Tamhane (1992) and Lui (1997) for details.  We set the p-value for choosing 
variables in the final specification at 0.05. 

     



 

 The second issue concerns the amount of subgroup variation in impacts in the 

NJS data within the four demographic groups – adult males and females ages 22 and 

older and male and female out-of-school youth ages 16-21 – for which both we and the 

official reports conduct separate analyses.  Although the NJS impact estimates differ 

substantially between youth and adults (and between male and female youth when 

considering the full samples), the experimental evaluation reports – see Exhibits 4.15, 

5.14, 6.6 and 6.5 in Bloom et al. (1993) for the 18 month impacts and Exhibits 5.8, 5.9, 

5.19 and 5.20 in Orr, et al. (1994) for the 30 month impacts – do not reveal a huge 

amount of statistically significant variation in impacts among subgroups defined by the 

observables available on the BIF.  If the impact does in fact vary a lot among individuals, 

but not in a way that is correlated with the characteristics we use in our model, then we 

may reach the wrong conclusions about participants’ ability to construct consistent 

estimates of earnings impacts.  This case has more than academic interest given that 

Heckman, Smith and Clements (1997) bound the variance of the impacts in the JTPA 

data away from zero for adult women; their lower bound on the standard deviation of the 

impacts equals $674.50 with a standard error of $137.53 (see their Table 3).6  In addition 

to simply keeping it in mind, we attempt to address this concern in part by examining the 

quantile treatment effect estimates described in the next section, which do vary a lot 

among participants, and by looking, in other work, at data from other experimental 

evaluations with more in the way of subgroup variation in impacts. 

 The third issue concerns an additional assumption that we must make in order to 

interpret out results in the way that we have described here.  A simple example illustrates 

                                                 
6 Our subgroup impacts have standard deviations that range from $840 to $2600 depending on the 
demographic group and set of covariates.  The quantile treatment effects have lower standard deviations; 
they range between $257 and $477. 

     



 

the need for this assumption.  Suppose participants care only about earnings impacts, and 

give a positive survey evaluation only if they receive a positive earnings impact. Now 

consider two groups. In group one, just 10 percent of the individuals receive a $1000 

impact while the rest receive no impact, so that the mean group one impact is $100 and 

the fraction giving positive evaluations is 0.1.  In contrast, 20 percent of group two 

individuals receive a $400 impact while the rest receive no impact, so that the mean 

group two impact is $80 and the fraction giving positive evaluations is 0.2. This example 

shows that subgroup mean impacts could vary inversely with the fraction receiving a 

positive impact.  In interpreting our results below, we assume that this does not occur in 

our data.  Put differently, we assume that mean impacts and the fraction with a positive 

impact have positive covariance across subgroups. 

 

4.2 Quantile treatment effects 

The second econometric method we use to derive individual level treatment effect 

estimates relies on an additional non-experimental assumption.  In particular, we make 

the assumption of a perfect positive rank correlation between the outcomes in the treated 

and untreated states described in Heckman, Smith and Clements (1997).  Intuitively, we 

assume that the expected counterfactual for an individual at a given percentile of the 

treatment group outcome distribution consists of the mean outcome at the same percentile 

of the control group outcome distribution.  One way to think about this assumption is that 

expected labor market outcomes depend on a single factor, so that individuals who do 

well in the treatment state also do well in the control state.  This represents a very 

different view of the world than, for example, the classic model of Roy (1951), but may 

     



 

represent a reasonable approximation for treatments, such as those offered by JTPA, that 

have small average impacts relative to the mean outcomes in question. 

 Using this method, we estimate the impact for treated individual “i” with an 

outcome at percentile “j” of the treatment group outcome distribution as 

(7)  , ( ) ( )
1 0 1 0

ˆ ˆj j
i iY Y Y Y− = −

where the superscript “ ( ” denotes the percentile.  This estimator underlies the literature 

on quantile treatment effects, as in Abadie, Angrist and Imbens (2002) and Bitler, 

Gelbach and Hoynes (2004), with the difference that rather than interpreting the estimates 

as the effect of treatment on the quantiles of the outcome distribution, we make the 

additional rank correlation assumption.  As discussed in Heckman, Smith and Clements 

(1997), the rank correlation assumption pins down the joint distribution of outcomes, 

which in turn pins down which quantile of the control outcome distribution provides the 

counterfactual for each quantile of the treatment outcome distribution and allows us to 

assign impact estimates to specific individuals. 

)j

 
5.0 The relationship between econometric impact estimates and participant 
evaluations 
 
5.1 Bivariate relationships 
 
We begin our analysis of the data from the NJS with simple bivariate relationships 

between mean experimental impacts and fractions of treated participants giving a positive 

evaluation of JTPA.  This analysis, presented in Table 1, extends that presented in Table 

8.11 of Heckman and Smith (1998).  It represents a very basic application of the 

methodology outlined in Section 4.1. 

     



 

 Throughout our discussion of results, we refer to adult males, adult females, youth 

males and youth females as “the four basic (demographic) groups” of the experiment. 

The first four rows of Table 1 present statistics for each of these groups. The first column 

presents the fraction of treated individuals in each group that give JTPA a positive 

evaluation in the NJS survey.  The remaining eight columns report experimental impact 

estimates (for each group) for eight different earnings and employment outcomes. The 

first two outcomes are self-reported earnings, and any self-reported employment, in the 

first 18 months after random assignment, which corresponds roughly to the whole period 

prior to the survey response for most sample members.  The second two outcomes instead 

focus on respondent’s status right around the time of the survey question: These are self-

reported earnings, and any employment, in month 18 after random assignment. The 

remaining four outcomes repeat the first four, but use the quarterly data from the matched 

UI earnings records instead of respondents’ self-reported outcome data.  We include both 

sets because they appear substantially different at both the individual and aggregate levels 

– see the discussions in Smith (1997a,b) and Kornfeld and Bloom (1999).  Throughout 

our discussion of results, we refer to these collectively as the “eight outcomes.” Entries in 

the last row of each outcome column in Table 1 are the correlation (and p-value against 

zero correlation) between the fractions of treated individuals giving a positive evaluation 

(the first column) and the impact estimates in that column. 

 Table 1 reveals that male youths, who have the worst experimental impact 

estimates for all eight outcomes, also give the second highest fraction of positive 

evaluations.  Female youths, who usually have the second-worst impact estimates for the  

eight outcomes, also have the highest fraction of positive self-reported evaluations.  

     



 

Consistent with this basic pattern, the correlations reported in the last row end up 

negative six out of eight times, though we can never reject the null of a zero correlation 

(which is no surprise, since each correlation is based on four observations—one for each  

group).  At this crude level, then, we find little evidence of a positive association between 

participant evaluations and experimental impact estimates. 

 Given that the survey question wording focuses more on employment than 

earnings, one might expect a more consistent picture in employment outcomes alone. Yet 

there is no clear pattern of correlation signs across the four alternative employment 

impact measures (two are positive and two are negative). More broadly, if we make the 

rank correlation assumption described in Section 4.2, the experimental impacts show that 

the program improved the employment situation of at most a few percent of the 

respondents, yet well over half gave positive self-reports in all four groups. 

 Tables 2A, 2B, 2C and 2D (one table for each of the four basic demographic 

groups) show summaries of a similar analyses for a variety of subgroups. As before, 

columns correspond to the eight outcomes. Row labels indicate a variable used to create 

finer subgroups, and each row contains correlation coefficients (and their p-values) 

between positive self-evaluation fractions and mean estimated experimental impacts 

across those finer subgroups (similar to the final row of Table 1). The variables we use 

are race/ethnicity, years of schooling categories, marital status, time since last 

employment categories, site and age categories (except for youth groups, in which age is 

already limited to individuals from 16 to 21 in any case).   

 The bottom of each table presents the number of positive and negative 

correlations in the table and, for each sign type, the number of statistically significant 

     



 

coefficients at the five and ten percent levels.  These counts of “significant votes” provide 

a useful summary of the 48 (or 40 for the youth) entries in each table. For adults, for 

instance, random variation would lead to an expected 4 or 5 significant votes at the ten 

percent level, and 2 or 3 at the five percent level. Of course, this ignores the lack of 

independence among the estimates used to create each table, nor does it attempt to weight 

or value the different estimates based on their precision. The results in Tables 2A to 2D 

reinforce the impression made by Table 1.  No clear patterns emerge in terms of 

coefficient signs, and the number of statistically significant correlations resembles what 

one would expect if the population coefficients all equal zero.   

 

5.2 Regression results for experimental subgroup estimates 

We now to turn to evidence based on regressions of experimental subgroup impact 

estimates for the eight outcomes on participant evaluations. In terms of our earlier 

discussion, we report estimates of 1β  from equation (3), where the dependent variable is 

an experimental impact estimate based on subgroup variation in impacts (estimated from 

equations (5) and (6)).  Table 3 shows the results. Each entry in the table shows 1β  and its 

standard error from a different regression. Rows show all regression results using one of 

the eight impact estimates as the dependent variable. Columns are grouped into four pairs 

of two columns. Each pair of columns shows regression results in one of the four basic 

demographic groups. Within each column pair, the two columns show results based on 

the two different sets of covariates used to estimate equation (5). The columns headed by 

(1) contain the estimates based on the covariates from Heckman, Heinrich and Smith 

(2002), while the columns headed by (2) contain the estimates using the covariate set 

     



 

chosen by the stepwise procedure described earlier.  The final two rows of the table 

summarize the evidence in each column; in particular, they give the numbers of positive 

and negative estimates and, within each category, the number of statistically significant 

estimates at the five and ten percent levels. 

 The regression evidence in Table 3 suggests little, if any, relationship between the 

experimental impact estimates based on subgroup variation and the self-reported 

evaluations, echoing the results of Tables 1 and 2.  While the estimates lean negative in 

the aggregate, only a handful of the estimates reach conventional levels of statistical 

significance (and not all of those fall on the negative side of the ledger).  Either the 

participants do not weigh labor market impacts very heavily in their response, or else 

their impact estimates (or ours) do not do a very good job of capturing the actual impacts. 

 

5.3 Results based on quantile treatment effect estimates 

This section presents evidence on the relationship between impact estimates constructed 

under the perfect positive rank correlation assumption described in Section 4.2.  We 

focus on one particular outcome in this analysis: Self-reported earnings over the whole 

eighteen months since randomized assignment. Figures 1A to 1D begin with graphical 

presentation of the evidence for each of the four basic demographic groups.  The 

horizontal axis in each figure corresponds to percentiles of the untreated outcome 

distribution.  The solid line in each graph presents impact estimates at every fifth 

percentile (5, 10, 15, … , 95) constructed as in equation (7).  The broken line in each 

graph represents an estimate of the fraction with a positive self-reported evaluation at 

every fifth percentile.  For percentile “j”, this estimate consists of the fraction of the 

     



 

treatment group sample members in the interval between percentile “j-2.5” and percentile 

“j+2.5” with a positive self-reported evaluation.  If the assumptions underlying the 

percentile difference estimator hold, if participants care enough about labor market 

outcomes in answering the survey question, and if participants consistently estimate their 

own impacts, then the two lines should move together in the figures. 

 Several features of the figures merit notice.  First, in the lower percentiles in each 

figure the econometric impact estimate equals zero.  This results from the fact that the 

lowest percentiles in both the treated and untreated outcome distributions have zero 

earnings in the 18 months after random assignment; the difference between the two then 

equals zero as well.  Surprisingly, a substantial fraction (over half in all four demographic 

groups) of treatment group members at these percentiles respond positively to the survey 

evaluation question, even though they have zero earnings in the 18 months after random 

assignment.  This could mean that respondents view the question as asking about longer 

term labor market impacts beyond the 18-month window of the measured outcomes; but 

it also could mean that respondents are acting as lay theorists (more on this shortly). 

 Second, the fraction with a positive self-reported evaluation has remarkably little 

variation across percentiles of the outcome distribution.  For all four demographic groups, 

it remains within a band from 0.6 to 0.8.  For the adults, the mean increases with the 

percentile; for the youth, the data fail to reveal a clear pattern. 

 Third, no obvious relationship between the two variables emerges from the 

figures except for adult females: for them, both variables increase with the percentile of 

the outcome distribution.  More specifically, for adult women, both variables have a 

     



 

higher level for percentiles where the impact estimate exceeds zero.  Within the two 

intervals defined by this point, both variables remain more or less constant. 

 Table 4 presents some of the numbers underlying the figures.  In particular, the 

first five rows present the values for the 5th, 25th, 50th, 75th and 95th percentiles.  The last 

two rows of the table give the correlation between the quantile treatment effects and the 

fraction with a positive self-reported evaluation for each group (and the corresponding p-

value from a test of the null that the correlation equals zero) along with the estimated 

coefficient from a regression of the quantile treatment effects on the fraction with a 

positive self-reported evaluation (and the corresponding standard error).  The correlation 

and regression estimates quantify and confirm what the figures indicate: a strong positive 

relationship for adult women, a weak and statistically insignificant positive relationship 

for adult men, and moderately strong and negative relationship for male youth and a 

similar, but not statistically significant, relationship for female youth.  Although we find a 

bit more here than in the estimates that rely on subgroup variation, once again the data do 

not suggest a strong, consistent relationship between the econometric impact estimates 

and the self-reported evaluations. 

 To summarize this section, we find little evidence of positive relationships 

between treated participants’ evaluations of JTPA’s effects on them and individual 

experimental impact estimates based on subgroup variation or the perfect rank correlation 

assumption of the quantile estimator. At the same time, average evaluations are positive 

in almost all subgroups, and across distributions of outcomes, and show remarkably little 

variance across these; this is even true for individuals with no earnings over the eighteen 

months following randomized assignment. These results motivate the next section. 

     



 

 

6.0 Relationship between positive self-evaluation and proxies for impacts 

6.1 Motivation and caveats 

The largely negative results of section 5 could of course occur if our econometric impact 

estimates lack the precision (and/or consistency, in the case of the quantile estimator) 

required to correlate well with participant evaluations. [Jeff to elaborate here with 

citations and text.] Beyond this, the results are consistent with our subjective rationality 

interpretation: Participants may care mostly about effects of JTPA not captured by labor 

market outcomes over specified time periods.  Yet the results also strongly suggest lay 

scientists at work.  For instance, consider the finding that participant evaluations are both 

positive and vary remarkably little across groups, subgroups and quantiles of impact 

distributions.  This suggests that participants’ evaluations may be largely theory-driven 

inferences based on shared folk theories.  In particular, we suspect that participants may 

share the theory that impacts are monotone increasing in inputs (the expense or resource-

intensiveness of program services received). To explore this, we estimate relationships 

between participant evaluations and services received by participants, and expect 

relatively large positive effects for relatively expensive (resource-intensive) services.  

 An obvious interpretive caveat is that different program services may themselves 

have different subjective or direct costs and/or benefits not captured by labor market 

outcomes.  For example, classroom training may be more fun (or more tedious) than, say, 

job search assistance.  Alternatively, classroom training at a distant community college 

imposes higher direct costs than job search assistance provided at a local neighborhood 

location. Thus, the subjective rationality interpretation also allows for significant 

     



 

relationships between participant evaluations and service types—though it makes no 

obvious prediction about the direction of those relationships. 

 Our results so far also suggest that some participants may act as lay empiricists, 

making judgments based on proxy variables that correlate only weakly with true impacts, 

and perhaps with insufficient notice of potential confounds. If so, their evaluations can be 

both inconsistent and full of nuisance variance, undermining any relationship between 

them and consistent impact estimates. The proxies we examine are actual labor market 

outcomes (employment and earnings) and simple before-after differences in those 

outcomes. If respondents really do know the impacts, then such proxies should have little 

explanatory power…[Jeff to and add citations and/or discussion elaborating here].  

 With both these big picture interpretations and caveats in mind, we now turn to 

estimation of equation (4) in Section 3.3, using inputs (program service types), outcomes 

and/or before-after outcome differences as regressors. 

 

6.2 Results with service types 

Tables 5 presents logit estimates of equation (4) that include not one but two measures of 

the service type received by JTPA treatment group members. The two measures of 

service receipt derive from self-reports collected in the NJS follow-up surveys and from 

administrative data from the individual sites participating in the experiment.7  As shown 

in Smith and Whalley (2005), these two measures differ substantially; as a result we do 

not run into collinearity problems when including them both.  The two data sources code 

                                                 
7 In fact, two versions of the administrative data on service receipt exist, one created by MDRC and one 
created by Abt Associates.  Both rely on the original MIS files from the 16 sites in the experiment.  Our 
experience with both files, described in detail in Smith and Whalley (2005), leads us to employ the Abt 
version in this paper. 

     



 

the service types somewhat differently; for comparability and ease of interpretation, we 

employ just five service types: CT-OS, OJT/WE (which is almost all OJT), JSA, ABE 

and “other”. We code a dummy variable for each service type in each data source 

indicating whether or not the respondent received it; a respondent who received more 

than one service type in a given data source gets coded based on the training type they 

receive in their first spell. We expect positive evaluations to be relatively more likely 

when relatively expensive service types, such as CT-OS or OJT, are received. 

 The logit models presented in Table 5 also include a variety of background 

variables.  These variables play two roles.  First, we expect them to pick up parts of the 

overall impact of participation unrelated to the labor market outcomes we examine.  For 

example, the site dummies will pick up differences in the friendliness and efficiency of 

site operation as perceived by the respondents.  The variable “work for pay”, which is an 

indicator variable for whether or not the respondent has ever worked for pay, relates to 

the opportunity cost of participation, as does the variable for having a young child.  The 

AFDC receipt at random assignment variable captures variation in the cost of classroom 

training due to the availability of an income source not tied to employment.  In order to 

avoid losing a large fraction of the sample due to item non-response, we recode missing 

values to zero and include indicator variables for missing values of each variable. 

 The columns in Table 5 give results for the four basic demographic groups.  The 

table presents mean derivatives, estimated standard errors for the mean derivatives in 

parentheses, and the p-value of a test of the null hypothesis that the mean derivative 

equals zero in square brackets.  Table 6 summarizes the results in Table 5 by presenting 

     



 

test statistics and p-values from tests of the joint null that the mean derivatives for groups 

of related covariates (e.g. all of the self-reported training type variables) equal zero. 

 Consider the variables other than the service type variables first.  Although they 

are not shown in the table, the site variables have a strong effect on the probability of a 

positive self-reported evaluation.  The magnitudes vary a lot as well; for example, for 

adult males the coefficients on the site dummies range from -0.257 to 0.093.  Moreover, 

Table 6 shows that these variables are strongly statistically significant as a group.  

Respondents may take account of non-pecuniary aspects of their JTPA experience, such 

as staff friendless and efficiency, or the attractiveness and ease of access of the JTPA 

office and the local service providers. Variation of local environmental conditions across 

sites, such as hiring opportunities, also might affect respondents’ evaluations through an 

influence on outcomes. Although there might also be site differences in program impacts, 

this seems less likely given the findings in Section 5.2. 

 With the exception of age for adults, race for youth, and age and education for 

female youth, the other demographic variables play surprisingly little role in determining 

the probably of a positive self-reported evaluation.  Among adults, age has a strong 

negative effect on the probability of a positive self-evaluation, while black male youth 

and Hispanic male and female youth have higher probabilities of a positive response.  

The limited role played by background characteristics in the analysis surprised us. 

 In contrast to these background characteristics, service type plays a major role in 

determining individual self-reported evaluations.  Table 6 shows that, taken together, 

both the self-reported and administrative training type variables achieve high levels of 

statistical significance for adults, and the administrative measures do so for youth.   

     



 

 Smith and Whalley (2005) show that the self-reported and administrative 

measures of receipt of classroom training in occupational skill tend to agree; as such, we 

can (as a crude approximation) simply add their coefficients.  Doing so reveals that CT-

OS has a large positive effect on the probability of a positive self-reported evaluation for 

all four groups.  Subsidized on-the-job training reports often do not coincide in the two 

data sources; here we find that self-reported OJT has a strong (and usually statistically 

significant) positive effect, as does administratively reported OJT!  Recall that CT-OS 

and OJT generally represent the largest resource investment in the JTPA participant.   

 In contrast, job search assistance (JSA) is the cheapest of the services and, as 

expected, elicits less of a positive effect.  This service type also tends to get reported 

differently in the two data sources.  Here, except for self-reported JSA for adult males 

and administratively reported JSA for adult females, we find modest and statistically 

insignificant effects.  Adult basic education (ABE) and “other” services do not yield 

precise estimates, except for “other” services in the administrative data, which has, 

somewhat puzzlingly, a negative and statistically significant effect for adult women and a 

positive and statistically effect for female youth.  These two service types are, in general, 

least frequently assigned, which may help explain the imprecision of the estimates.  

 Keep in mind the caveat that service types might matter to participant evaluations 

under the subjective rationality interpretation of these results. Still, service types matter in 

the direction expected on the basis of the lay theorist notion: Relatively more expensive 

services are associated with relatively higher likelihoods of a positive evaluation.  

 

6.3 Results with labor market outcomes 

     



 

Tables 7 and 8 report results of various estimates of logit equation (4) that include the 

same background variables as the models of Table 5, but add various versions of , the 

labor market outcome in the treated state.  Acting as lay empiricists, respondents may be 

relatively more likely to infer a positive program impact if they have done relatively well 

in the labor market over the period between random assignment and the survey, or if they 

are doing well around the time of the survey.  

1Y

 The top panel of Table 7 shows results of a specification where we divide self-

reported earnings in the 18 months after random assignment into five categories: zero, 

and four quartiles of the distribution of positive earnings, and then include dummy 

variables for four of these five categories, with the highest category as the excluded 

category.  The second panel of Table 7 reports results of the same specification, but using 

UI administrative earnings (in the six calendar quarters after random assignment) instead 

of self-reported earnings.  The last two lines of Table 7 report results of a specification 

that includes a dummy variable for any employment in the 18 months after random 

assignment, first based on self-reported employment and then on UI employment data. 

 The broad picture from Table 7 is that labor market outcomes appear to predict 

self-reported evaluations.  This is particularly true for adults.  For both adult males and 

adult females, and for both earnings measures, all of the estimated coefficients are 

negative (as expected when compared to the highest earnings quintile) and most are 

statistically significant.  Also, broadly speaking, the estimated coefficients decrease as 

earnings increase, as expected.  The coefficients also turn out largely negative (indicating 

a positive relationship) for youth, but are rather imprecisely estimated.  The self-reported 

employment measure also has a strong positive and statistically significant relationship to 

     



 

the self-reported evaluations, but the UI employment outcome measure does not.  This 

latter finding may result from measurement error in UI employment (due to its omission 

of government jobs and informal jobs). 

 Table 8 summarizes the evidence in Table 7, as well as evidence from alternative 

specifications not fully reported here for reasons of space.  As in Table 6, the summary 

takes the form of chi-square statistics, and their p-values, for tests of the null hypothesis 

that a coefficient (or all coefficients) on a specific labor market outcome measure (or 

vector of outcome measures) equal zero. These results show that relationships tend to be 

statistically stronger for adults than for youth, and stronger for measures based on self-

reported data than UI data.  Also, earnings measures tend to yield more statistically 

significant relationships than employment measures, especially for outcomes at or just 

around the time of the survey. 

 Overall, the evidence that participants use outcomes as proxies for impacts is 

strong. This is consistent with lay science, but with real science too: Outcomes may be 

correlated with actual impacts.  Indeed, some fraction of the treated group would have 

zero counterfactual (untreated) earnings outcomes after the treatment period; in the case 

where they also have zero earnings after treatment, outcomes and impacts perfectly 

coincide. We cannot rule out this possibility by an appeal to our section 5 results since 

the measurement error in our own impact estimates may be quite large.   

 

6.4 Results with before-after comparisons of labor market outcomes 

In this section, we explore the relationship between participant evaluations and before-

after comparisons of employment and earnings. The cognitive appeal and simplicity of 

     



 

before-after comparisons as an estimator of impacts is undeniable. Moreover, despite 

their simplicity, before-after comparisons are consistent impact estimates in the absence 

of confounds, that is, if there is no change in any outcome-relevant factor over the period 

between the two measurements (initial outcomes will then consistently estimate the final 

outcome that would have occurred in the absence of treatment). Unfortunately, there is a 

dramatic confound over the NJS experiment period. Heckman and Smith (1999) show 

that, because of “Ashenfelter’s dip” in earnings in the pre-program period, before-after 

impact estimates tend to have a strong upward bias.  Remembering that lay empiricists 

may fail to correct for nonsalient confounds, participants making judgments on the basis 

of before-after comparisons may well fail to appreciate a confounding factor like 

Ashenfelter’s dip and, as a result, would also produce upward-biased impact estimates. 

 Tables 9 and 10 present estimates of logit models with participant evaluations as 

the dependent variable and three different measures of before-after earnings changes as 

independent variables, along with all of the variables in Column 1 of Table 5.  The first 

measure, for which the estimates appear in Table 9, consists of the difference in average 

monthly earnings between the 12 months before random assignment and the 18 months 

after random assignment.  We can use only the 12 months before random assignment due 

to the limitations of the survey data on pre-random assignment earnings for the treatment 

group.8   The second and third measures, for which the estimates appear in Table 10, rely 

on the UI earnings data.  The first measure, in the top panel of Table 10, consists of mean 

monthly earnings in the six calendar quarters after random assignment minus mean 

monthly earnings in the six calendar quarters after random assignment.  The second 

measure, denoted UI(2) in the lower panel of Table 10, consists of the difference in mean 
                                                 
8 In particular, we only have the response to a question about earnings in the previous year from the BIF. 

     



 

monthly earnings between just the sixth quarter after and the sixth quarter before random 

assignment.  In each case, we let the data speak to the functional form by including 

indicator variables for quintiles of the before-after difference. 

 We find strong evidence that before-after differences in labor market outcomes 

predict self-reported impacts.  For the self-reported measure, the relationship is clearest 

for the adult females and the male youth, where the estimated coefficients increase 

monotonically (or almost so) and are statistically and substantively significant for the 

upper quintiles.  Even stronger findings appear for the UI earnings difference measure in 

the top panel of Table 10, with large, and almost always statistically significant, 

coefficients for all four groups for the two upper quintiles.  For male youth, the key 

difference seems to be between the lowest quintile and the other four; the four 

coefficients are all relatively large, all about equal and all statistically significant.  For the 

other three groups, there is a general pattern of increasing coefficients as one moves 

down the table.  The results for the UI(2) measure in the bottom panel of Table 10 are 

weaker, in both a substantive and a statistical sense, than those in the top panel; this 

suggests that respondents use outcomes over the entire pre- and post-random assignment 

periods in constructing their implicit before-after estimates of program impact. 

 Given that the second of the two survey questions that compose our self-reported 

evaluation measure asks directly about finding a job, in Table 11 we consider its 

relationship to before-after employment changes.  We coded an employment status 

difference variable based on employment at the date of random assignment and 18 

months after random assignment.  This yields four patterns.  We include dummy  

variables for three of the four patterns, with employed at both points in time as the 

     



 

omitted pattern.  The findings here are, perhaps, less strong than expected.  In general, 

relative to the always employed, those who are never employed or who lose a job tend to 

have less positive self-reported evaluations. For the adults, those who gain a job tend to 

be somewhat more positive.  However, only a handful of the differences achieve 

statistical significance.  Measurement error in the “after” employment status may account 

for our weak results.  By looking at employment around the time of the survey, we have 

given the respondents plenty of time to lose jobs that JTPA helped them find and, in the 

case of dropouts, to find jobs without the help of JTPA. 

 Finally, Table 12 presents the results of chi-squared tests for the joint significance 

of the before-after difference variables considered in Tables 9, 10 and 11.  The test 

statistics and p-values in this table confirm that respondents’ self-reported evaluations 

depend (in a statistical sense) on these before-after differences.  Indeed, the joint tests for 

the employment change variable look stronger than the individual t-tests, suggesting that 

our omitted group lies in the middle of the categories in terms of its effect on the self-

evaluation measure.  Overall, the findings in this section lend support to the view that 

respondents implicitly or explicitly use natural and cognitively simple (but nonetheless 

quite biased) before-after comparisons in constructing their self-reported evaluations. 

 

7.0 Results with performance measures 

In this section we present results on the relationship between participant self-reported 

evaluations and performance measures based on program outcomes commonly used in 

employment and training programs both in the U.S. and elsewhere.  Performance 

standards systems attempt to provide information on the impacts of programs quickly and 

     



 

at low cost by relying on crude proxies.  In this sense, as the reader will quickly discern, 

some of the performance measures are fairly closely related to the outcome proxies 

examined in Section 6.2.  In the JTPA program, the performance measures had real 

effects on site budgets; sites that did well on them received budgetary rewards while sites 

that did exceptionally poorly could receive “technical assistance” and also experienced 

the threat of formal reorganization.  See, e.g., Heckman, Heinrich and Smith (2002), 

Heckman and Heinrich (2005) and Barnow and Smith (2004) for more detailed 

descriptions of the performance standards systems in JTPA, WIA and other programs, for 

evidence that the usual performance measures have little, if any, relationship to the actual 

impacts of the program, for evidence of strategic behavior by program staff in response to 

the incentives provided by the JTPA performance standards system, and for additional 

pointers to the literature. 

 The performance measures we examine here are subsets of those included in the 

JTPA and WIA performance standards systems.  From the JTPA system we consider 

employment status at termination from the program, wages at termination from the 

program (which is defined only for those employed at termination), employment at 

“follow-up”, which is 13 weeks after termination, and weekly earnings (not including 

zeros) at follow-up.  We use self-reported information to construct the JTPA performance 

measures, as was done in that program.  From the WIA system we consider employment 

at termination, employment at six months after termination conditional on employment at 

termination (this measure aims to count “retention”, although it does not require the 

individual to stay at the same job), and the difference in quarterly earnings between the 

two calendar quarters after termination and the two quarters prior to random assignment.  

     



 

Note that the earnings gain measure, which was an innovation in the WIA system relative 

to JTPA, will contain the pre-program dip in mean earnings discussed in, e.g. Heckman 

and Smith (1999), and therefore will invariably suggest positive earnings impacts 

whether the program works or not.  We follow the WIA program in relying mainly on the 

UI earnings records in constructing the WIA performance measures for our sample. 

 The top panel of Table 13 presents results based on estimating logit models with 

self-reported evaluations as the dependent variable and one of the performance measures, 

again including all of the variables in Table 5 as covariates.  The bottom panel reports 

results from similar models using the WIA performance measures.   

 Three patterns emerge from the findings in Table 13.  First, among the JTPA 

measures, employment at termination and employment at follow-up are significantly 

related, in both senses, to self-reported evaluations.  The estimated mean change in the 

probability of a positive self-evaluation due to employment at termination ranges from 

0.08 for male youth to 0.13 for adult females.  Employment at follow-up shows a 

similarly strong relationship.  Second, the WIA measures, other than the earnings change 

measure, show little in the way of a consistent relationship with the self-reported 

evaluation measure.  In particular, using the UI earnings data to measure employment at 

termination rather than survey data on employment spells adds enough measurement 

error to yield a much weaker relationship for all four groups and one that is statistically 

significant only for adult males.  Third, the relationship between self-reported evaluations 

and the performance measures appears stronger for women than for men. 

 Overall, Table 13 yields a mixed picture.  Some performance measures based on 

labor market outcomes have substantively and statistically significant relationships with 

     



 

self-reported evaluations but even these account for only a modest fraction of the 

variance.  Thus, the self-reported evaluations capture something related to, but very 

different from, the performance measures. 

 

 

8.0 Conclusions 

Broadly speaking, and putting aside the material in Section 7 regarding the performance 

standards, we have two main findings.  The first is that self-reported evaluations by 

treatment group members from the JTPA experimental evaluation have, in general, little 

if any relationship to either experimental impact estimates at the subgroup level or to 

what we regard as relatively plausible econometric impact estimates based on percentile 

differences.  The second is that the self-reported evaluation measures do have consistent 

relationships with crude proxies for impacts, such as measures of service type (a proxy 

for resources expended on the participant), labor market outcome levels (which measure 

impacts only if the counterfactual state consists of no employment or earnings, which it 

does not for the vast majority of our sample), and before-after comparisons.   

 Taken together, these two findings provide strong support for the view that 

respondents avoid the cognitive burden associated with trying to construct (implicitly or 

explicitly) the counterfactual outcome they would have experienced had they been in the 

control group and thus excluded from JTPA.  Instead, they appear to act as lay scientists, 

using readily available proxies and simple heuristics to conclude, for example, that if they 

are employed at the time of the survey or if their earnings have risen relative to the period 

prior to random assignment, that the program probably helped them find a job or get a 

     



 

better job.  At the same time, our evidence does not rule out the view that respondents 

consider factors in their answers not captured in our experimental and econometric 

impact estimates, such as expected impacts in later periods or subjective and/or direct 

costs and benefits associated with the services they received.  The proxy variables still 

leave much variation in the self-evaluation measure to be explained by other factors. 

 However, our “lay science” interpretation of our results is in fact borrowed from a 

large literature in social psychology on the fallibility of self-reports. The “study skills” 

experiment of Conway and Ross (1984) is the most parallel study we know of. Conway 

and Ross recruited subjects from one large introductory psychology course who 

expressed interest in taking a three-week study skills class, and randomly assigned them 

to either the class (treatment) or a waiting list (control). Both groups gave self-reports on 

their own study skill proficiency both before and after the three-week class. Since 

subjects came from one course, and the experiment took place between the midterm and 

final in that course, comparable performance measures (in the form of grades on the 

midterm and final in the same class) were available to Conway and Ross, as were overall 

semester grades collected from registrar records. 

 The objective measures confirmed what professional evaluators of such classes, 

e.g. Gibbs (1981), have found: The class had no significant effect on outcome measures 

(grades in the course or on the final, or for the semester overall). Yet treatment subjects 

reported significantly greater improvement in their study skills, and expected 

significantly better grades, that did control subjects. Curiously, the former effect seems 

mainly traceable to a biased recall of pre-class study skill level. In the “after” surveys,  

Conway and Ross (1984) also asked subjects to recall what their “before” evaluation of 

     



 

their study skills had been. Although treatment and control subjects did not actually differ 

in their before and after self-reports of their study skills, treatment subjects recall of their 

“before” study skills were significantly lower than they had actually reported in “before” 

surveys, while control subjects showed no such bias. Conway and Ross interpret these 

results as showing that their subjects act as lay theorists. Subjects have a theory that a 

study skills class will improve study skills. Treatment and control subjects’ “after” 

evaluations of their study skills differ little; put differently, there is no evidence that 

treatment subjects are exaggerating their “after” skill. If their memory of their “before” 

study skill level is hazy, they may instead opt to theoretically infer positive change from 

the class, and then postdict their before study skill level on the basis of that theoretical 

prediction. This kind of process wholly explains Conway and Ross’ findings. 

 The literature on using surveys to measure expectations, as discussed in Manski 

(2004), provides some hope that more sophisticated survey questions might do a better 

job of measuring the underlying objects of interest. Depending on whether and how 

expectations and evaluations are normally constructed by human minds, recall processes 

could be a crucial part of both of these. It is worth mentioning that some forms of biased 

recall of “before” judgments (similar but not identical to the kind studied by Conway and 

Ross 1984) are known to be mitigated if the subject’s actual “before” judgment is known 

and the subject is given a real incentive to correctly recall it  (Aderman and Brehm 1976). 

Put differently, the experimental economist’s normal emphasis on incentive-compatible 

mechanisms for truthful reports might be helpful here, and such methods are increasingly 

incorporated into various surveys. 

     



 

 Overall, we conclude that participant self-evaluations of the type analyzed here 

are very poor substitutes for rigorous experimental or non-experimental estimates of 

program impact.  Although our paper is (to our knowledge) the first to seriously study 

what these questions actually measure in social experiments, the discussion above shows 

that our findings, and our interpretations of them, are far from unique: Very similar 

results can be found in many laboratory experiments conducted by social psychologists 

and, indeed, we have drawn our “lay science” interpretation from this literature. We can 

think of no better summary warning than the one Ross (1989, p. 354) gave in his musings 

on the implications of Conway and Ross (1984): 

“The biased retrospections evidenced by participants in improvement programs 

may cause them to remain in worthless programs and not to search for more 

effective treatments. Indeed, when self-reports are a primary indicant of 

improvement, a conspiracy of ignorance may emerge in which both the helper and 

the helped erroneously believe in the achievement of their common goal.” 
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Appendix 1: Data Appendix 
 
1. Sample Selection Criteria for the Samples Used  
 
Our data set combines self-reported information from the Background Information Form, 
completed at or near the time of random assignment and the First Follow-Up Survey, 
collected around 18 months after random assignment with administrative data on 
quarterly earnings from matched UI wage records.   
 
The full experimental sample contains 6639 observations in the control group and 13972 
observations in the treatment group.  If we restrict our sample to only those with valid 
self-reported earnings for the 18 months after random assignment we lose 2080 
observations from the control group and 4329 observations from the treatment group.   If 
we instead restrict the sample to only those with valid UI earnings over the six quarters 
after random assignment we lose 122 observations from the control group and 232 
observations from the treatment group.  We only require sample members to have valid 
values for earnings for the analysis in question; that is, we use all available observations 
for a given dependent variable.  The analyses presented in Tables 5 to 13 require only the 
data from the experimental treatment group. 
 
Our self-reported earnings data consists of the self-reported data used in Bloom et al. 
(1993), the official 18-month impact report.  The data we use include the recoded values 
for outliers (which were examined individually and by hand by staff of Abt Associates) 
but do not include the imputed values based on the matched UI earnings records that they 
employed in some of their analyses.  This earnings variable is not available on the public 
use CD but is available from the authors by request.   
 
The matched administrative data from UI records consists of earnings in each calendar 
quarter.  As a result, for some sample members, the six calendar quarters after the 
calendar quarter of random assignment (the period used in some of our dependent 
variables from the UI data) will cover a slightly different set of months than the 18 
months after the month after random assignment (the period covered in some of our 
dependent variables from the self-reported data). 
 
We do not drop observations with missing values of covariates from the sample for any 
of our analyses; instead we include dummy variables for those with missing values of the 
covariates used in each analysis.  If we had instead listwise deleted observations from the 
sample having any missing value for the covariates we would lose 18327 observations 
out of the 20601 observations in the full experimental sample. 
 
2. Variable Definitions 
 
Predicted impact:  This consists of the experimentally estimated predicted impact of the 
program for an individual based on either the individual’s measured characteristics or the 
individual’s quantile in the untreated outcome distribution.  
 

     



 

Percent positive self-evaluation: This is the mean of a binary indicator for a positive 
participant self-evaluation.   It is defined only for individuals in the treatment group.   
 
Earnings one: This is total earnings over the 18 months after random assignment based on 
the self-reported earnings data. 
 
Employment one: This is a binary variable indicating any employment over the 18 
months after random assignment using self-reported earnings data.  The variable equals 
one if self-reported earnings over the 18 months after random assignment are positive and 
zero otherwise.   
 
Earnings two: This is total earnings in the 18th month after random assignment based on 
the self-reported earnings data.   
 
Employment two: This is a binary variable indicating employment in month 18 after 
random assignment based on the self-reported earnings data.  The variable equals one if 
self-reported earnings in the 18th month after random assignment are positive and zero 
otherwise.   
 
Earnings three: This is total earnings in the six calendar quarters after the calendar quarter 
of random assignment based on the matched UI administrative earnings data. 
 
Employment three: This is a binary variable indicating any employment over the six 
calendar quarters after the calendar quarter of random assignment based on the matched 
UI administrative earnings data.  This variable equals one if UI earnings over the six 
calendar quarters after the calendar quarter of random assignment are positive and zero 
otherwise.   
 
Earnings four: This is total earnings in month 18 after random assignment based on the 
matched UI administrative earnings data.   
 
Employment four: This is a binary variable indicating any employment in the sixth 
calendar quarter after the calendar quarter of random assignment based on the matched 
UI administrative earnings data.  This variable equals one if UI earnings in the sixth 
calendar quarter after random assignment are positive and zero otherwise.   
 
 
 
 
 
 
 
 
 
 
 

     



 

EXHIBIT 1: JTPA Self-Evaluation Survey Questions 
 
(D7)  
 
According to (LOCAL JTPA PROGAM NAME) records, you applied to enter (LOCAL 
JTPA PROGRAM NAME) in (MONTH/YEAR OF RANDOM ASSIGNMENT).  Did 
you participate in the program after you applied? 
 
YES (SKIP TO D9) 
NO (GO TO D8) 
 
(D9) 
 
Do you think that the training or other assistance that you got from the program helped 
you get a job or perform better on the job? 
 
YES 
NO 
 
 
Source: JTPA First Follow-Up Study Survey Instrument 
 

     



 

TABLE 1: Bivariate Results for the relationship between Experimental Impacts and Positive Self-Evaluation By Demographic Group 
 
 Percentage

Positive 
Self-

Evaluation 

  
Earnings 

One 

 
Employ 

One 

 
Earnings 

Two 

 
Employ 

Two 

 
Earnings  

Three 

 
Employ 
Three 

 
Earnings 

Four 

 
Employ 

Four 

 
 
Adult Males 
 

 
 

0.63 
 (0.01) 

 
 

538.20 
(379.22) 

 
 

0.03 
(0.01) 

 
 

23.58 
(28.55) 

 
 

0.02 
(0.02) 

 
 

-36.42 
(293.50) 

 
 

0.00 
(0.01) 

 
 

-24.10 
(65.69) 

 
 

-0.03 
(0.02) 

 
Adult Females 
 

 
0.65 

(0.01) 

 
750.87 

(236.17) 

 
0.03 

(0.01) 

 
56.79 

(18.34) 

 
0.04 

(0.14) 

 
594.08 

(195.48) 

 
0.04 

(0.01) 

 
131.24 
(44.18) 

 
0.03 

(0.01) 
 
Male Youth 
 

 
0.67 

(0.02) 

 
-777.33 
(463.33) 

 
0.01 

(0.01) 

 
-82.93 
(37.00) 

 
-0.03 
(0.02) 

 
-381.03 
(328.19) 

 
-0.02 
(0.02) 

 
-128.07 
(73.54) 

 
-0.03 
(0.02) 

 
Female Youth 
 

 
0.72 

(0.01) 
 

 
-44.89 

(295.12) 

 
0.04 

(0.02) 

 
8.38 

(29.87) 

 
-0.00 
(0.02) 

 
-233.74 
(227.97) 

 
0.01 

(0.02) 

 
-13.84 
(50.74) 

 
0.00 

(0.02) 

Correlation 
with Positive 
Self-Evaluation 
 

 
 

-- 

 
-0.4620 
[0.538] 

 
0.5510 
[0.449] 

 
-0.2239 
[0.776] 

 
-0.4553 
[0.545] 

 
-0.4381 
[0.562] 

 
-0.1486 
[0.851] 

 
-0.1858 
[0.814] 

 
0.1426 
[0.857] 

Notes: Source: Authors’ calculations using the NJS data.  Values in the table are means for Positive Self-Evaluation, and experimental impacts for the eight 
outcomes.  The values in parentheses are standard errors and the values in square brackets are p-values.  Percentage Positive Self-Assessment is calculated as the 
mean of the binary indicator positive self-assessment variable for those who self-report participating and are in the treatment group.  Earnings one and 
employment one are earnings and any employment over the 18-months after random assignment using self-reported earnings data.  Earnings two and 
employment two are earnings and employment in month 18 after random assignment using self-reported earnings data.  Earnings three and employment three are 
earnings and any employment over the 18-months after random assignment using UI-reported earnings data.  Earnings four and employment four are earnings 
and employment in month 18 after random assignment using UI-reported earnings data.  Those with missing outcomes are dropped from the estimate for that 
outcome only.

  



 

TABLE 2A:  Bivariate results for the Correlation between Experimental Impacts and Self-Evaluation for Eight Outcomes,  
         Adult Males 

 
  

Earnings 
One 

 
Employment

One 

 
Earnings 

Two 

 
Employment

Two 

 
Earnings  

Three 

 
Employment

Three 

 
Earnings 

Four 

 
Employment

Four 
 
Race 
 

 
0.1742 
[0.826] 

 
-0.3556 
[0.644] 

 
-0.2184 
[0.782] 

 
-0.0346 
[0.965] 

 
0.7508 
[0.249] 

 
0.6956 
[0.304] 

 
0.7023 
[0.298] 

 
0.6447 
[0.355] 

 
Age 
Category 

 
0.9974 
[0.046] 

 
-0.9989 
[0.030] 

 
0.9870 
[0.103] 

 
-0.9137 
[0.266] 

 
0.8198 
[0.388] 

 
-0.0455 
[0.971] 

 
0.7573 
[0.453] 

 
0.0169 
[0.989] 

 
Education 
Category 

 
0.4984 
[0.393] 

 
-0.7003 
[0.188] 

 
0.7613 
[0.135] 

 
-0.3996 
[0.505] 

 
0.9077 
[0.033] 

 
0.1717 
[0.783] 

 
0.9798 
[0.003] 

 
-0.8810 
[0.048] 

 
Marital 
Status 

 
-0.5476 
[0.631] 

 
-0.9999 
[0.007] 

 
-0.9946 
[0.066] 

 
-0.9404 
[0.229] 

 
0.9939 
[0.070] 

 
-0.2063 
[0.868] 

 
0.7701 
[0.440] 

 
0.6103 
[0.582] 

 
Employ 
Category 

 
-0.1606 
[0.897] 

 
-0.8638 
[0.336] 

 
-0.1177 
[0.925] 

 
-0.5880 
[0.600] 

 
-0.6909 
[0.514] 

 
0.3855 
[0.748] 

 
-0.3794 
[0.752] 

 
-0.9451 
[0.212] 

 
Site 
 

 
0.3380 
[0.200] 

 

 
0.1495 
[0.581] 

 
0.1682 
[0.533] 

 
0.4170 
[0.108] 

 
-0.2132 
[0.428] 

 
-0.1497 
[0.580] 

 
-0.1015 
[0.709] 

 
0.0265 
[0.923] 

Positive Correlations 
Overall: 24 of 48 (50 %); significant at 0.10: 4 of 48 (8 %); significant at 0.05: 3 of 48 (6 %) 
Negative Correlations 
Overall: 24 of 48 (50 %); significant at 0.10: 4 of 48 (8 %); significant at 0.05: 3 of 48 (6 %) 
Notes: Source: Authors’ calculations using the NJS data.  Values in the table are the correlation between the mean of Positive Self-Evaluation, and the 
experimental impacts by subgroup.  The values in square brackets are p-values.  Percentage Positive Self-Evaluation is calculated as the mean of the binary 

  



 

indicator positive self-evaluation variable for those who self-report participating and are in the treatment group.  Earnings one and employment one are earnings 
and any employment over the 18-months after random assignment using self-reported earnings data.  Earnings two and employment two are earnings and 
employment in month 18 after random assignment using self-reported earnings data.  Earnings three and employment three are earnings and any employment 
over the 18-months after random assignment using UI-reported earnings data.  Earnings four and employment four are earnings and employment in month 18 
after random assignment using UI-reported earnings data.  Those with missing outcomes are dropped from the estimate for that outcome only.  The categories 
are defined as the following. Race: White, Black, Hispanic and Other.  Age: less than 19 years, 19-21 years, 22-25 years, 26-34 years and 35+ years.  Education: 
under 10 years, 10-11 years, 12 years, 13-15 years and 16+ years.  Marital Status: single, married, and divorced/widowed/separated.  Employment Status: out of 
labor force, unemployed, and employed.   Site: sixteen site categories. 

  



 

 
TABLE 2B:  Bivariate results for the Correlation between Experimental Impacts and Self-Evaluation for Eight Outcomes,  

         Adult Females 
 
  

Earnings 
One 

 
Employment

One 

 
Earnings 

Two 

 
Employment

Two 

 
Earnings  

Three 

 
Employment

Three 

 
Earnings 

Four 

 
Employment

Four 
 
Race 
 

 
0.3681 
[0.632] 

 
0.4127 
[0.587] 

 
-0.2490 
[0.751] 

 
-0.2490 
[0.751] 

 
0.3618 
[0.638] 

 
0.2877 
[0.712] 

 
0.4188 
[0.581] 

 
0.6203 
[0.380] 

 
Age 
Category 

 
-0.8947 
[0.295] 

 
0.1282 
[0.918] 

 
-0.9136 
[0.267] 

 
-0.9681 
[0.161] 

 
0.5726 
[0.612] 

 
-0.4926 
[0.672] 

 
-0.9490 
[0.204] 

 
-0.9597 
[0.181] 

 
Education 
Category 

 
-0.6549 
[0.230] 

 
-0.6872 
[0.200] 

 
-0.5260 
[0.363] 

 
0.1167 
[0.852] 

 
-0.1673 
[0.788] 

 
0.6492 
[0.236] 

 
-0.6820 
[0.205] 

 
-0.2442 
[0.692] 

 
Marital 
Status 

 
0.0802 
[0.949] 

 
0.8084 
[0.401] 

 
0.4329 
[0.715] 

 
0.5232 
[0.650] 

 
0.4284 
[0.718] 

 
0.3944 
[0.742] 

 
-0.7971 
[0.413] 

 
0.5074 
[0.661] 

 
Employ 
Category 

 
0.9296 
[0.240] 

 
0.7264 
[0.482] 

 
0.6294 
[0.567] 

 
0.2549 
[0.836] 

 
0.9978 
[0.042] 

 
0.8663 
[0.333] 

 
0.2949 
[0.809] 

 
0.8199 
[0.388] 

 
Site 
 
 

 
-0.0745 
[0.784] 

 
-0.2296 
[0.392] 

 
-0.0628 
[0.817] 

 
0.1812 
[0.502] 

 
-0.0753 
[0.782] 

 
0.1143 
[0.674] 

 
-0.0250 
[0.927] 

 
0.1923 
[0.476] 

Positive Correlations 
Overall: 28 of 48 (58 %); significant at 0.10: 0 of 48 (0 %); significant at 0.05: 0 of 48 (0 %) 
Negative Correlations 
Overall: 20 of 48 (42 %); significant at 0.10: 0 of 48 (0 %); significant at 0.05: 0 of 48 (0 %) 

  



 

Notes: Source: Authors’ calculations using the NJS data.  Values in the table are the correlation between the mean of Positive Self-Evaluation, and the 
experimental impacts by subgroup.  The values in square brackets are p-values.  Percentage Positive Self-Evaluation is calculated as the mean of the binary 
indicator positive self-evaluation variable for those who self-report participating and are in the treatment group.  Earnings one and employment one are earnings 
and any employment over the 18-months after random assignment using self-reported earnings data.  Earnings two and employment two are earnings and 
employment in month 18 after random assignment using self-reported earnings data.  Earnings three and employment three are earnings and any employment 
over the 18-months after random assignment using UI-reported earnings data.  Earnings four and employment four are earnings and employment in month 18 
after random assignment using UI-reported earnings data.  Those with missing outcomes are dropped from the estimate for that outcome only.  The categories 
are defined as the following. Race: White, Black, Hispanic and Other.  Age: less than 19 years, 19-21 years, 22-25 years, 26-34 years and 35+ years.  Education: 
under 10 years, 10-11 years, 12 years, 13-15 years and 16+ years.  Marital Status: single, married, and divorced/widowed/separated.  Employment Status: out of 
labor force, unemployed, and employed.   Site: sixteen site categories. 

  



 

 
TABLE 2C:  Bivariate results for the Correlation between Experimental Impacts and Self-Evaluation for Eight Outcomes,  

         Male Youths 
 
  

Earnings 
One 

 
Employment

One 

 
Earnings 

Two 

 
Employment

Two 

 
Earnings  

Three 

 
Employment

Three 

 
Earnings 

Four 

 
Employment

Four 
 
Race 
 

 
0.471 

[0.528] 

 
0.2314 
[0.769] 

 
-0.0844 
[0.916] 

 
-0.3902 
[0.610] 

 
0.2621 
[0.738] 

 
0.1283 
[0.872] 

 
0.2866 
[0.713] 

 
0.2097 
[0.790] 

 
Education 
Category 

 
-0.4412 
[0.559] 

 
0.2749 
[0.725] 

 
-0.1031 
[0.897] 

 
0.8667 
[0.133] 

 
0.4519 
[0.548] 

 
-0.8642 
[0.136] 

 
0.6511 
[0.349] 

 
0.9301 
[0.070] 

 
Marital 
Status 

 
-0.8985 
[0.289] 

 
-0.8039 
[0.406] 

 
-0.9816 
[0.122] 

 
-0.2344 
[0.849] 

 
0.9262 
[0.246] 

 
-0.9926 
[0.077] 

 
0.9954 
[0.061] 

 
0.9671 
[0.164] 

 
Employ 
Category 

 
0.8770 
[0.319] 

 
0.9606 
[0.179] 

 
0.7889 
[0.421] 

 
0.8352 
[0.371] 

 
0.9985 
[0.035] 

 
0.8704 
[0.328] 

 
0.9865 
[0.105] 

 
0.7949 
[0.415] 

 
Site 
 

 
0.3258 
[0.236] 

 
-0.1278 
[0.637] 

 

 
0.1120 
[0.680] 

 
0.6023 
[0.014] 

 
0.2063 
[0.443] 

 
0.1062 
[0.696] 

 
-0.1386 
[0.609] 

 
-0.4438 
[0.085] 

Positive Correlations 
Overall: 27 of 40 (68 %); significant at 0.10: 4 of 40 (10 %); significant at 0.05: 2 of 40 (5 %) 
Negative Correlations 
Overall: 13 of 40 (32 %); significant at 0.10: 2 of 40 (5 %); significant at 0.05: 0 of 40 (0 %) 
Notes: Source: Authors’ calculations using the NJS data.  Values in the table are the correlation between the mean of Positive Self-Evaluation, and the 
experimental impacts by subgroup.  The values in square brackets are p-values.  Percentage Positive Self-Evaluation is calculated as the mean of the binary 
indicator positive self-evaluation variable for those who self-report participating and are in the treatment group.  Earnings one and employment one are earnings 
and any employment over the 18-months after random assignment using self-reported earnings data.  Earnings two and employment two are earnings and 
employment in month 18 after random assignment using self-reported earnings data.  Earnings three and employment three are earnings and any employment 

  



 

over the 18-months after random assignment using UI-reported earnings data.  Earnings four and employment four are earnings and employment in month 18 
after random assignment using UI-reported earnings data.  Those with missing outcomes are dropped from the estimate for that outcome only.  The categories 
are defined as the following.  Race: White, Black, Hispanic and Other.  Education: under 10 years, 10-11 years, 12 years, 13-15 years and 16+ years.  Marital 
Status: single, married, and divorced/widowed/separated.  Employment Status: out of labor force, unemployed, and employed.   Site: sixteen site categories. 

  



 

TABLE 2D:  Bivariate results for the Correlation between Experimental Impacts and Self-Evaluation for Eight Outcomes,  
          Female Youths 

 
  

Earnings 
One 

 
Employment

One 

 
Earnings 

Two 

 
Employment

Two 

 
Earnings  

Three 

 
Employment

Three 

 
Earnings 

Four 

 
Employment

Four 
 
Race 

 
-0.7560 
[0.244] 

 
-0.2111 
[0.789] 

 
-0.7309 
[0.269] 

 
-0.5835 
[0.417] 

 
-0.5849 
[0.415] 

 
0.4595 
[0.541] 

 
-0.6132 
[0.387] 

 
0.7253 
[0.274] 

 
Education 
Category 

 
-0.9988 
[0.000] 

 
-0.9995 
[0.000] 

 
-0.9914 
[0.001] 

 
-0.9896 
[0.001] 

 
-0.9459 
[0.015] 

 
-0.9950 
[0.000] 

 
-0.9616 
[0.009] 

 
-0.9702 
[0.006] 

 
Marital 
Status 

 
-0.4687 
[0.690] 

 
-0.1860 
[0.881] 

 
0.6774 
[0.526] 

 
0.3977 
[0.740] 

 
0.8910 
[0.300] 

 
-0.1495 
[0.905] 

 
0.9998 
[0.012] 

 
0.3252 
[0.789] 

 
Employ 
Category 

 
0.8395 
[0.366] 

 
-0.5065 
[0.662] 

 
-0.8400 
[0.365] 

 
-0.9703 
[0.156] 

 
0.2660 
[0.829] 

 
0.9998 
[0.012] 

 
-0.3951 
[0.741] 

 
0.1339 
[0.915] 

 
Site 

 
0.2620 
[0.346] 

 

 
0.3277 
[0.233] 

 
0.2164 
[0.439] 

 
0.3086 
[0.263] 

 
0.2643 
[0.341] 

 
0.1690 
[0.547] 

 
0.2554 
[0.358] 

 
0.2112 
[0.450] 

Positive Correlations 
Overall: 19 of 40 (47 %); significant at 0.10: 2 of 40 (5 %); significant at 0.05: 2 of 40 (5 %) 
Negative Correlations 
Overall: 21 of 40 (53 %); significant at 0.10: 8 of 40 (20 %); significant at 0.05: 8 of 40 (20 %) 
Notes: Source: Authors’ calculations using the NJS data.  Values in the table are the correlation between the mean of Positive Self-Evaluation, and the 
experimental impacts by subgroup.  The values in square brackets are p-values.  Percentage Positive Self-Evaluation is calculated as the mean of the binary 
indicator positive self-evaluation variable for those who self-report participating and are in the treatment group.  Earnings one and employment one are earnings 
and any employment over the 18-months after random assignment using self-reported earnings data.  Earnings two and employment two are earnings and 
employment in month 18 after random assignment using self-reported earnings data.  Earnings three and employment three are earnings and any employment 
over the 18-months after random assignment using UI-reported earnings data.  Earnings four and employment four are earnings and employment in month 18 

  



 

after random assignment using UI-reported earnings data.  Those with missing outcomes are dropped from the estimate for that outcome only.  The categories 
are defined as the following.  Race: White, Black, Hispanic and Other.  Education: under 10 years, 10-11 years, 12 years, 13-15 years and 16+ years.  Marital 
Status: single, married, and divorced/widowed/separated.  Employment Status: out of labor force, unemployed, and employed.   Site: sixteen site categories. 

  



 

TABLE 3:  Regression results for the relationship between Predicted Impacts and Positive Self-Evaluation for Eight Outcomes,  
       By Demographic Group 

 
  

Adult Males 
 

 
Adult Females 

 
Male Youths 

 
Female Youths 

        (1) (2) (1) (2) (1) (2) (1) (2)
 
Earnings over 18 Months 

 
-121.04 
(134.85) 

 
48.66 

(83.41) 

 
45.71 

(85.10) 

 
-16.86 
(57.75) 

 
-21.95 

(244.01) 

 
273.06 

(214.97) 

 
-208.51 
(89.36) 

 
24.82 

(97.87) 
Any Employment During  
18 Months 

-0.009 
(0.003) 

-0.002 
(0.04) 

0.001 
(0.023) 

0.005 
(0.004) 

-0.003 
(0.003) 

0.010 
(0.006) 

-0.005 
(0.002) 

-0.003 
(0.008) 

Earnings in Month 18 -21.20 
(20.65) 

-6.05 
(7.73) 

2.37 
(4.95) 

0.97 
(3.80) 

35.53 
(31.26) 

-6.67 
(16.58) 

-2.32 
(9.49) 

1.54 
(10.37) 

Employment in Month 18 -0.005 
(0.003) 

-0.002 
(0.004) 

-0.004 
(0.004) 

0.002 
(0.003) 

-0.003 
(0.014) 

-0.001 
(0.011) 

-0.002 
(0.001) 

-0.003 
(0.011) 

Earnings (UI) over 6 Quarters  -63.67 
(94.48) 

-61.17 
(85.90) 

-85.43 
(50.92) 

14.51 
(35.79) 

-71.24 
(133.03) 

271.47 
(134.34) 

-103.53 
(68.76) 

78.86 
(68.61) 

Any Employment (UI)  
During 6 Quarters 

-0.003 
(0.002) 

-0.002 
(0.003) 

0.001 
(0.003) 

0.002 
(0.003) 

-0.007 
(0.007) 

0.000 
(0.006) 

0.003 
(0.013) 

0.007 
(0.006) 

Earnings (UI) in Quarter 6 -22.56 
(23.25) 

-14.52 
(17.18) 

0.73 
(10.96) 

-10.17 
(7.65) 

-0.16 
(18.90) 

80.59 
(31.78) 

2.60 
(13.53) 

-13.14 
(12.60) 

Employment (UI) in Quarter 6 -0.004 
(0.003) 

 

0.000 
(0.004) 

0.000 
(0.003) 

-0.004 
(0.003) 

0.008 
(0.005) 

0.019 
(0.010) 

-0.001 
(0.002) 

0.007 
(0.009) 

 
Positive (overall / 0.10 / 0.05) 

 
0/0/0 

 
1/0/0 

 
5/0/0 

 
5/0/0 

 
2/0/0 

 
5/3/2 

 
2/0/0 

 
5/0/0 

Negative (overall / 0.10 / 0.05) 
 

8/1/1        6/0/0 2/1/0 3/0/0 6/0/0 2/0/0 5/2/2 3/0/0

Notes: Source: Authors’ calculations using the NJS data.  Each cell in the table is a coefficient estimate from the regression of the estimated impacts for an 
individual (based on their X) as the dependent variable and self-evaluation as the independent variable.  The population used is the treatment sample.  The values 

  



 

in parentheses are the heteroskedastic-consistent standard errors.  The values in the bottom two rows are the counts of the number of cells in the column above 
which are positive or negative, and counts of those that are significantly different from zero at the 10% and 5% levels.  Specification (1) selects the set of X’s 
used to predict the impacts for each individual by a stepwise procedure.  Specification (2) uses the specification of X’ s used in Heckman, Heinrich and Smith 
(2003) (HHS) to predict the impacts for each individual.  The HHS set of X’s contains: are race, age, education, marital status, employment status, AFDC receipt, 
receipt of food stamps and site. 

  



 

TABLE 4:  Relationship between Quantile Treatment Effects for 18-Month Earnings and the Percent with Positive Self-Evaluation,  
       By Demographic Group 

 
  

Adult Males 
 

 
Adult Females 

 
Male Youths 

 
Female Youths 

 Quantile
Treatment 

Effects 

 Percentage 
Positive 

Self-
Evaluation 

Quantile 
Treatment 

Effects 

Percentage 
Positive 

Self-
Evaluation 

Quantile 
Treatment 

Effects 

Percentage 
Positive 

Self-
Evaluation 

Quantile 
Treatment 

Effects 

Percentage 
Positive 

Self-
Evaluation 

 
5th 

 
0 

(0.90) 

 
0.51 

(0.03) 

 
0 

(0.38) 

 
0.57 

(0.02) 

 
0 

(1.15) 

 
0.56 

(0.07) 

 
0 

(1.07) 

 
0.68 

(0.04) 
25th 

 

 

 

1233 0.66 
(452) (0.05) 

 

501 
(193) 

0.63 
(0.04) 

-516 
(515) 

0.62 
(0.08) 

402 
(193) 

0.72 
(0.06) 

50th 825
(608) 

0.56 
(0.05) 

 

747 
(416) 

0.63 
(0.04) 

-1161 
(681) 

0.83 
(0.06) 

-39 
(371) 

0.71 
(0.07) 

75th 8
(590) 

0.72 
(0.05) 

938 
(383) 

0.78 
(0.04) 

-1261 
(701) 

0.68 
(0.08) 

-479 
(566) 

0.83 
(0.06) 

95th 1589 0.65 
(1323) 

 
(0.05) 

1910 
(740) 

0.70 
(0.04) 

-887 
(1959) 

0.81 
(0.07) 

-53 
(1012) 

0.64 
(0.07) 

Correlation with 
Percentage 
Positive Self-
Evaluation 

 
0.0760 
[0.750] 

 
-- 

 
0.7652 
[0.000] 

 
-- 

 
-0.4527 
[0.045] 

 
-- 

 
-0.4209 
[0.065] 

 
-- 

Coefficient on 
Percentage 
Positive Self-
Evaluation 

 
511 

(1686) 

 
-- 

 
5489 

(1204) 

 
-- 

 
-2232 
(909) 

 
-- 

 
-1576 
(931) 

 
-- 

  



 

Notes: Source: Authors’ calculations using the NJS data.  The values in the left column of the upper panel for each demographic group are quantile treatment 
effects estimates with standard errors in parentheses for five quantiles.  The values in the right column of the upper panel for each demographic group are the 
means of the binary positive self-evaluation indicator variable for each quantile of the outcome distribution for those in the treatment group.  The first row of the 
lower panel contains the correlation between the treatment effect estimates and the percentage positive self-evaluation by quantile (where one observation is one 
of the 20 quantiles) and the p-value for the correlation is in square brackets.  The second row of the lower panel contains the coefficient of the regression with 
percentage positive self-evaluation as the independent variable and the treatment effect estimate as the dependant variable (where one observation is one of the 
20 quantiles).  The hetero-skedastic consistent standard errors for these estimates appear in parentheses.   

  



 

TABLE 5: Logit Estimates of the Determinants of Positive Self-Evaluation,  
By Demographic Group 
 
 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Age: 19-21 Years 

 
-- 

 
-- 

 
0.026 

(0.039) 
[0.505] 

 
-0.036 
(0.031) 
[0.255] 

Age: 26-34 Years -0.020 
(0.029) 
[0.500] 

-0.023 
(0.026) 
[0.383] 

 
-- 

 
-- 

Age: 35+ years -0.071 
(0.034) 
[0.036] 

-0.122 
(0.032) 
[0.000] 

 
-- 

 
-- 

Marital Status: 
Married 

-0.035 
(0.032) 
[0.283] 

0.039 
(0.030) 
[0.188] 

-0.009 
(0.065) 
[0.889] 

-0.013 
(0.048) 
[0.794] 

Marital Status: 
Divorced/Widowed/ 
Separated 

-0.032 
(0.032) 
[0.327] 

-0.009 
(0.025) 
[0.706] 

0.204 
(0.119) 
[0.086] 

-0.145 
(0.053) 
[0.006] 

Education: 10-11 
Years 

0.049 
(0.035) 
[0.155] 

-0.022 
(0.032) 
[0.487] 

0.040 
(0.044) 
[0.364] 

0.083 
(0.035) 
[0.018] 

Education: 12 Years 0.048 
(0.032) 
[0.137] 

-0.051 
(0.029) 
[0.081] 

-0.003 
(0.049) 
[0.944] 

0.082 
(0.038) 
[0.030] 

Education: 13-15 
Years 

-0.005 
(0.041) 
[0.900] 

-0.035 
(0.037) 
[0.337] 

-0.075 
(0.090) 
[0.406] 

0.102 
(0.059) 
[0.066] 

Education: 16+ 
Years 

0.022 
(0.057) 
[0.705] 

0.065 
(0.058) 
[0.266] 

 
-- 

 
-- 

Race: Black 0.020 
(0.034) 
[0.543] 

-0.016 
(0.030) 
[0.598] 

0.122 
(0.045) 
[0.007] 

-0.035 
(0.043) 
[0.425] 

Race: Hispanic 0.048 
(0.047) 
[0.313] 

-0.001 
(0.042) 
[0.979] 

0.159 
(0.052) 
[0.002] 

0.103 
(0.048) 
[0.031] 

Race: Other 0.035 
(0.075) 
[0.646] 

-0.054 
(0.072) 
[0.458] 

0.039 
(0.130) 
[0.764] 

0.017 
(0.106) 
[0.872] 

English Language 0.051 0.106 0.135 -0.058 

  



 

(0.070) 
[0.471] 

(0.059) 
[0.073] 

(0.107) 
[0.210] 

(0.158) 
[0.715] 

AFDC Receipt 0.039 
(0.042) 
[0.352] 

-0.015 
(0.024) 
[0.521] 

0.085 
(0.052) 
[0.097] 

-0.007 
(0.037) 
[0.850] 

Work for Pay 0.037 
(0.045) 
[0.415] 

0.039 
(0.028) 
[0.164] 

-0.059 
(0.053) 
[0.264] 

0.015 
(0.036) 
[0.697] 

Child less than Six -0.019 
(0.033) 
[0.571] 

0.003 
(0.023) 
[0.900] 

-0.146 
(0.073) 
[0.044] 

0.003 
(0.035) 
[0.940] 

Self-Report 
Training: CT-OS 

0.135 
(0.028) 
[0.000] 

0.122 
(0.023) 
[0.000] 

0.084 
(0.040) 
[0.038] 

0.010 
(0.034) 
[0.764] 

Self-Report 
Training: OJT/WE 

0.153 
(0.040) 
[0.000] 

0.115 
(0.034) 
[0.001] 

0.109 
(0.062) 
[0.076] 

0.081 
(0.055) 
[0.138] 

Self-Report 
Training: JSA 

0.085 
(0.042) 
[0.044] 

0.022 
(0.038) 
[0.570] 

0.000 
(0.088) 
[0.998] 

0.029 
(0.066) 
[0.661] 

Self-Report 
Training: ABE 

0.046 
(0.049) 
[0.347] 

0.019 
(0.038) 
[0.614] 

0.075 
(0.049) 
[0.129] 

0.095 
(0.040) 
[0.018] 

Self-Report 
Training: Other 

0.153 
(0.053) 
[0.004] 

0.048 
(0.048) 
[0.313] 

0.079 
(0.082) 
[0.334] 

0.090 
(0.061) 
[0.140] 

Administrative-
Report Training: 
CT-OS 

0.039 
(0.058) 
[0.493] 

-0.005 
(0.046) 
[0.916] 

-0.023 
(0.104) 
[0.824] 

0.154 
(0.052) 
[0.003] 

Administrative-
Report Training: 
OJT/WE 

0.055 
(0.058) 
[0.340] 

0.088 
(0.048) 
[0.066] 

-0.084 
(0.113) 
[0.459] 

0.067 
(0.067) 
[0.313] 

Administrative-
Report Training: 
JSA 

0.036 
(0.058) 
[0.532] 

-0.045 
(0.052) 
[0.387] 

0.077 
(0.099) 
[0.433] 

0.062 
(0.063) 
[0.326] 

Administrative-
Report Training: 
ABE 

0.108 
(0.066) 
[0.102] 

-0.122 
(0.068) 
[0.073] 

-0.184 
(0.108) 
[0.089] 

-0.064 
(0.078) 
[0.409] 

Administrative-
Report Training: 
Other 

0.050 
(0.063) 
[0.425] 

-0.121 
(0.057) 
[0.033] 

-0.148 
(0.110) 
[0.178] 

0.123 
(0.060) 
[0.040] 

Notes: Source: Authors’ calculations using the NJS data.  Columns two through five of the table report the 
results from a logit model where the binary positive self-evaluation variable is the dependant variable and 
the categorical variables listed in column one are the independent variables.  The values in the table are 
mean numerical derivatives, with the standard errors in parentheses and  p-values in square brackets.  The 
population for these regressions is the treatment sample.  Indicator variables for missing values for the 
independent variables are also included in the regression.  The omitted age category for adults is age 22-25 

  



 

years and is age less than 19 for youths.  The omitted marital status is single, the omitted education 
category is less than 10 years, the omitted racial group is white, and the omitted training type for both self-
report and administrative report is no training for all demographic groups. 
 

  



 

TABLE 6: Test Statistics from Logit Models of the Determinants of Positive Self-Evaluation, By Demographic Group 
 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Site 

 
65.30 

[0.000] 
R*2=3.77  

 
73.06 

[0.000] 
R*2=3.18 

 
29.66 

[0.009] 
R*2=3.90 

 
61.12 

[0.000] 
R*2=6.25 

Age Category 5.09 
[0.078] 

R*2=0.27 

21.71 
[0.000] 

R*2=0.83 

0.45 
[0.504] 

R*2=0.05 

1.26 
[0.262] 

R*2=0.12 
Marital Status 1.44 

[0.487] 
R*2=0.10 

3.68 
[0.159] 

R*2=0.52 

1.44 
[0.488] 

R*2=0.52 

8.55 
[0.014] 

R*2=0.29 
Education Category 4.50 

[0.343] 
R*2=0.40 

6.47 
[0.167] 

R*2=0.27 
 

2.46 
[0.482] 

R*2=0.28 

6.37 
[0.095] 

R*2=0.71 
Race 1.20

[0.753] 
R*2=0.07 

0.80 
[0.849] 

R*2=0.03 

10.49 
[0.015] 

R*2=1.31 

6.36 
[0.095] 

R*2=0.59 
English Language 0.91 

[0.633] 
R*2=0.05 

3.16 
[0.206] 

R*2=0.12 

1.12 
[0.290] 

R*2=0.13 

0.15 
[0.703] 

R*2=0.01 
Other Individual Characteristics 6.13 

[0.294] 
R*2=0.33 

3.16 
[0.675] 

R*2=0.12 

6.72 
[0.242] 

R*2=0.79 

1.23 
[0.942] 

R*2=0.12 
Self-Reported Training Type 30.21 

[0.000] 
R*2=1.77 

30.66 
[0.000] 

R*2=1.43 

6.23 
[0.284] 

R*2=1.23 

7.05 
[0.217] 

R*2=1.37 

  



 

Administrative Reported Training Type 30.67 
[0.000] 

R*2=1.76 

53.40 
[0.000] 

R*2=2.31 

21.55 
[0.002] 

R*2=2.79 

25.61 
[0.000] 

R*2=2.39 
Notes: Source: Authors’ calculations using the NJS data.  Columns two through five of the table report the results from a logit model where the binary positive 
self-evaluation variable is the dependent variable and the categorical variables summarized in column one are the independent variables.  The values in the table 
are χ2-statistics for joint tests that all of the coefficients equal zero for a given group of variables, with the p-values in square brackets.  The value for R*2 are the 
partial r-squared times 100 for the group of covariates in the row.  The population for these regressions is the treatment sample.  The variables in ‘Other 
Individual Characteristics’ are AFDC receipt, child less than six indicator, and worked for pay indicator.  Indicator variables for missing values for the 
independent variables are also included in the regressions. 

  





 

TABLE 7: Logit Estimates of the Relationship between Outcomes and Positive Self-
Evaluation: Four Outcomes, By Demographic Group 
 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Earnings over 18 
Months = 0 

 
-0.171 
(0.042) 
[0.000] 

 
-0.184 
(0.038) 
[0.000] 

 
-0.151 
(0.084) 
[0.073] 

 
-0.065 
(0.064) 
[0.312] 

Earnings over 18 
Months Bottom 
Quartile  

-0.096 
(0.040) 
[0.015] 

-0.094 
(0.035) 
[0.007] 

-0.158 
(0.062) 
[0.011] 

-0.028 
(0.053) 
[0.593] 

Earnings over 18 
Months Lower 
Middle Quartile 

-0.038 
(0.035) 
[0.269] 

-0.133 
(0.034) 
[0.000] 

-0.001 
(0.056) 
[0.992] 

0.068 
(0.049) 
[0.172] 

Earnings over 18 
Months Upper 
Middle Quartile 

-0.083 
(0.033) 
[0.013] 

 

-0.033 
(0.034) 
[0.337] 

-0.052 
(0.056) 
[0.358] 

0.053 
(0.053) 
[0.319] 

Earnings over 18 
Months = 0 (UI) 

-0.076 
(0.041) 
[0.062] 

-0.027 
(0.034) 
[0.423] 

-0.063 
(0.073) 
[0.387] 

-0.068 
(0.064) 
[0.290] 

Earnings over 18 
Months Bottom 
Quartile (UI)  

-0.080 
(0.039) 
[0.038] 

-0.112 
(0.034) 
[0.001] 

-0.120 
(0.061) 
[0.049] 

-0.081 
(0.057) 
[0.153] 

Earnings over 18 
Months Lower 
Middle Quartile (UI) 

-0.068 
(0.035) 
[0.049] 

-0.067 
(0.032) 
[0.035] 

-0.050 
(0.056) 
[0.368] 

-0.089 
(0.057) 
[0.113] 

Earnings over 18 
Months Upper 
Middle Quartile (UI) 

-0.026 
(0.032) 
[0.420] 

 

-0.035 
(0.030) 
[0.249] 

-0.030 
(0.059) 
[0.605] 

0.014 
(0.054) 
[0.795] 

 
Any Employment 
over 18 Months 

0.122 
(0.038) 
[0.001] 

 

0.105 
(0.027) 
[0.000] 

0.084 
(0.071) 
[0.237] 

0.082 
(0.044) 
[0.060] 

 
Any Employment 
over 18 Months (UI) 

 
0.036 

(0.035) 
[0.308] 

 

 
-0.029 
(0.025) 
[0.253] 

 
0.000 

(0.054) 
[1.000] 

 
0.006 

(0.039) 
[0.886] 

Notes: Source: Authors’ calculations using the NJS data.  Columns two through five of this table report the 
results from logit regressions where the binary positive self-evaluation variable is the dependant variable 
and the categorical variables listed in column one of Table 5 are the independent variables, in addition an 
outcome variable is included in each regression.  The values in the table are mean numerical derivatives, 

  



 

with the standard errors in parentheses and p-values in square brackets.  For earnings outcomes the 
continuous variables are entered as four categorical variables: zero earnings, an indicator for being in the 
lowest quartile of the non-zero earnings distribution, lower middle quartile of the non-zero earnings 
distribution, upper middle quartile of the non-zero earnings distribution.  The omitted category is for those 
with earnings in the highest quartile of the non-zero earnings distribution.  For the employment outcomes a 
binary variable is included indicating whether the respondent was employed or not.  Each set of cells in the 
table is the result for a different specification where the outcome to be included as an independent variable 
is different. The sets of cells are defined as two groups of four and two groups of two depending on how 
the outcome enters the regression.  The population for these regressions is the treatment sample.  Indicator 
variables for missing values for the independent variables are also included in the regression.

  



 

TABLE 8: Test Statistics from Logit Models of the Relationship between Outcomes and Positive Self-Evaluation,  
      By Demographic Group 

 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Earnings over 18 Months 

 
20.37 

[0.001] 
R*2=1.06 

 
34.33 

[0.000] 
R*2=1.38 

 
15.96 

[0.007] 
R*2=1.98 

 
12.18 

[0.032] 
R*2=1.10 

Any Employment during  
18 Months 

11.39 
[0.003] 

R*2=0.61 

15.60 
[0.000] 

R*2=0.63 

5.58 
[0.062] 

R*2=0.68 

4.51 
[0.105] 

R*2=0.39 
Earnings in Month 18 15.75 

[0.008] 
R*2=0.82 

30.55 
[0.000] 

R*2=1.22 

8.02 
[0.155] 

R*2=1.00 

1.32 
[0.933] 

R*2=0.12 
Employment in Month 18 6.22 

[0.045] 
R*2=0.32 

12.36 
[0.002] 

R*2=0.51 

5.67 
[0.059] 

R*2=0.67 

0.99 
[0.609] 

R*2=0.09 
Earnings over 6 Quarters (UI) 7.37 

[0.195] 
R*2=0.51 

13.92 
[0.016] 

R*2=0.85 

4.98 
[0.418] 

R*2=1.96 

10.06 
[0.074] 

R*2=0.41 
Any Employment During 6 Quarters (UI) 1.17 

[0.556] 
R*2=0.29 

1.27 
[0.529] 

R*2=0.22 

0.39 
[0.825] 

R*2=1.00 

2.41 
[0.300] 

R*2=0.13 
Earnings in Quarter 6 (UI) 12.23 

[0.032] 
R*2=0.38 

12.49 
[0.029] 

R*2=0.54 

3.53 
[0.473] 

R*2=0.62 

7.14 
[0.211] 

R*2=0.92 
Employment in Quarter 6 (UI) 1.08 

[0.583] 
0.51 

[0.776] 
0.28 

[0.595] 
0.68 

[0.710] 

  



 

R*2=0.06   R*2=0.05 R*2=0.05 R*2=0.24 
Earnings in the Month of the Survey 9.85 

[0.080] 
R*2=0.64 

21.78 
[0.001] 

R*2=0.49 

15.57 
[0.008] 

R*2=0.44 

4.65 
[0.460] 

R*2=0.62 
Employment in the Month of the Survey 5.73 

[0.057] 
R*2=0.05 

5.59 
[0.061] 

R*2=0.02 

8.33 
[0.016] 

R*2=0.19 

1.50 
[0.473] 

R*2=0.05 
Earnings in the Quarter of the Survey (UI) 10.46 

[0.063] 
R*2=0.55 

9.00 
[0.109] 

R*2=0.35 

11.74 
[0.039] 

R*2=1.43 

3.53 
[0.618] 

R*2=0.30 
Employment in the Quarter of the Survey 
(UI) 

3.45 
[0.178] 

R*2=0.19 

0.24 
[0.889] 

R*2=0.01 

10.59 
[0.005] 

R*2=1.29 

0.82 
[0.664] 

R*2=0.07 
Notes: Source: Authors’ calculations using the NJS data.  Columns two through five of this table report the results from logit models where the binary positive 
self-evaluation variable is the dependant variable and the categorical variables listed in column one of Table 5 are the independent variables, in addition an 
outcome variable is included in each regression.  Each cell in the table is the result for a different specification where the outcome to be included as an 
independent variable is different.  The values in the table are χ2-Statistics for joint tests that all of the coefficients are zero for a given outcome, with the p-values 
in square brackets.   The value for R*2 are the partial r-squared times 100 for the group of covariates in the row.  For earnings outcomes the continuous variables 
are entered as four categorical variables: zero earnings, an indicator for being in the lowest quartile of the non-zero earnings distribution, lower middle quartile of 
the non-zero earnings distribution, upper middle quartile of the non-zero earnings distribution.  The omitted category is for those with earnings in the highest 
quartile of the non-zero earnings distribution.  For the employment outcomes a binary variable is included indicating whether the respondent was employed or 
not.  The population for these regressions is the treatment sample.  Indicator variables for missing values for the independent variables are also included in the 
regression. 
 
 

  



 

TABLE 9: Logit Estimates of the Relationship between Before-After Self-Reported 
Earnings Changes and Positive Self-Evaluation, By Demographic Group 

 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Before-After Self 
Reported Earnings 
2nd Quintile 

 
-0.025 
(0.041) 
[0.540] 

 

 
-0.008 
(0.035) 
[0.825] 

 
0.030 

(0.057) 
[0.600] 

 
-0.077 
(0.059) 
[0.190] 

Before-After Self 
Reported Earnings 
3rd Quintile 

0.033 
(0.037) 
[0.375] 

 

0.055 
(0.031) 
[0.077] 

0.107 
(0.050) 
[0.031] 

0.015 
(0.047) 
[0.752] 

Before-After Self 
Reported Earnings 
4th Quintile 

0.044 
(0.038) 
[0.250] 

 

0.067 
(0.031) 
[0.029] 

0.115 
(0.049) 
[0.019] 

0.053 
(0.045) 
[0.239] 

Before-After Self 
Reported Earnings 
5th Quintile 

0.020 
(0.034) 
[0.547] 

 

0.109 
(0.027) 
[0.000] 

0.132 
(0.046) 
[0.004] 

0.035 
(0.040) 
[0.379] 

Notes: Source: Authors’ calculations using the NJS data.  “Before-After Self-Reported Earnings” consists 
of monthly self-reported earnings over the 18 months after random assignment minus monthly self-reported 
earnings in the 12 months prior to random assignment.  The estimates come from logit models with an 
indicator for a positive self-evaluation as the dependent variable and the before-after earnings change 
variable and the categorical variables listed in column one of Table 5 as independent variables.  The values 
in the table are mean numerical derivatives, with standard errors in parentheses and p-values in square 
brackets.  The before-after earnings changes enter in the form of indicator variables for being in the 2nd, 3rd, 
4th, and 5th quintiles of the before-after earnings change distribution.  The omitted category is the 1st quintile 
of the distribution.  The population for these regressions is the treatment group.  Indicator variables for 
missing values for the independent variables are also included in the regression. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

     



 

TABLE 10: Logit Estimates of the Relationship between Before-After UI Earnings 
Changes and Positive Self-Evaluation, By Demographic Group 
 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Before-After UI 
Reported Earnings 
2nd Quintile 

 
0.008 

(0.036) 
[0.825] 

 

 
0.006 

(0.031) 
[0.853] 

 
0.164 

(0.044) 
[0.000] 

 
0.029 

(0.044) 
[0.494] 

Before-After UI 
Reported Earnings 
3rd Quintile 

0.053 
(0.035) 
[0.124] 

 

0.032 
(0.030) 
[0.275] 

0.127 
(0.044) 
[0.004] 

-0.021 
(0.043) 
[0.623] 

Before-After UI 
Reported Earnings 
4th Quintile 

0.071 
(0.034) 
[0.037] 

 

0.083 
(0.028) 
[0.003] 

0.135 
(0.044) 
[0.002] 

0.076 
(0.039) 
[0.050] 

Before-After UI 
Reported Earnings 
5th Quintile 

0.093 
(0.033) 
[0.005] 

 

0.107 
(0.027) 
[0.000] 

0.143 
(0.044) 
[0.001] 

0.135 
(0.035) 
[0.000] 

 
Before-After UI (2) 
Reported Earnings 
2nd Quintile 

 
0.015 

(0.051) 
[0.765] 

 

 
-0.075 
(0.051) 
[0.143] 

 
0.015 

(0.059) 
[0.792] 

 
0.156 

(0.112) 
[0.163] 

 
Before-After UI (2) 
Reported Earnings 
3rd Quintile 

-0.032 
(0.038) 
[0.407] 

 

-0.060 
(0.035) 
[0.083] 

0.021 
(0.054) 
[0.697] 

0.024 
(0.044) 
[0.579] 

Before-After UI (2) 
Reported Earnings 
4th Quintile  

0.022 
(0.030) 
[0.473] 

 

-0.001 
(0.026) 
[0.960] 

0.045 
(0.045) 
[0.326] 

0.012 
(0.035) 
[0.723] 

Before-After UI (2) 
Reported Earnings 
5th Quintile  

0.065 
(0.030) 
[0.027] 

 

0.085 
(0.025) 
[0.001] 

0.073 
(0.045) 
[0.102] 

0.092 
(0.034) 
[0.006] 

Notes: Source: Authors’ Calculations using the NJS data.  “Before–After UI Reported Earnings” consist of 
monthly UI earnings in the six quarters after random assignment minus monthly UI earnings in the 18 
months before random assignment.  “Before-After UI (2) Reported Earnings” consist of monthly UI 
earnings in the 6th quarter after random assignment minus monthly UI earnings in the 6th quarter before 
random assignment.  The estimates come from logit models with an indicator for a positive self-evaluation 
as the dependent variable and the before-after earnings change variable and the categorical variables listed 

 



 

in column one of Table 5 as independent variables.  The values in the table are mean numerical derivatives, 
with standard errors in parentheses and p-values in square brackets.  The before-after earnings changes 
enter in the form of indicator variables for being in the 2nd, 3rd, 4th, and 5th quintiles of the before-after 
earnings change distribution.  The omitted category is the 1st quintile of the distribution.  The population for 
these regressions is the treatment group.  Indicator variables for missing values for the independent 
variables are also included in the regression. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

TABLE 11: Logit Estimates of the Relationship between Before-After Employment        
Status Changes and Positive Self-Evaluation, By Demographic Group 
 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Employed Before & 
Not Employed After 

 
-0.059 
(0.102) 
[0.567] 

 

 
-0.077 
(0.093) 
[0.408] 

 
-0.502 
(0.230) 
[0.029] 

 
-0.282 
(0.139) 
[0.043] 

Not Employed 
Before & Employed 
After 
 

0.040 
(0.028) 
[0.161] 

0.014 
(0.024) 
[0.570] 

-0.112 
(0.045) 
[0.013] 

-0.013 
(0.034) 
[0.696] 

Always  
Not Employed 

-0.123 
(0.060) 
[0.038] 

 

-0.042 
(0.042) 
[0.319] 

0.071 
(0.142) 
[0.616] 

-0.073 
(0.064) 
[0.249] 

Notes: Source: Authors’ calculations using the NJS data.   Employment status changes are based on 
changes in self-reported employment status measured at the date of random assignment and 18 months after 
random assignment.  The omitted category is always employed.  The estimates come from logit models 
with an indicator for a positive self-evaluation as the dependent variable and the before-after employment 
change variable and the categorical variables listed in column one of Table 5 as independent variables.  The 
values in the table are mean numerical derivatives, with standard errors in parentheses and p-values in 
square brackets.   The population for these regressions is the treatment group.  Indicator variables for 
missing values for the independent variables are also included in the regression. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 



 

TABLE 12: Test Statistics from Logit Models of the Relationship between Before-After   
Estimates and Positive Self-Evaluation, By Demographic Group 
 
  

Adult 
Males 

 

 
Adult 

Females 

 
Male 

Youths 

 
Female 
Youths 

 
Before-After Self 
Reported Earnings 
 

 
3.95 

[0.4130] 
R*2=0.20 

 

 
25.18 

[0.0000] 
R*2=0.93 

 
12.18 

[0.0160] 
R*2=1.30 

 
7.54 

[0.1100] 
R*2=0.68 

Before-After UI 
Reported Earnings 
 

11.25 
[0.0239] 
R*2=0.54 

 

23.20 
[0.0001] 
R*2=0.81 

18.66 
[0.0009] 
R*2=1.75 

23.06 
[0.0001] 
R*2=1.69 

Before-After UI (2) 
Reported Earnings 
 

7.14 
[0.1286] 
R*2=0.36 

 

23.04 
[0.0001] 
R*2=0.84 

2.95 
[0.5659] 
R*2=0.33 

9.74 
[0.0451] 
R*2=0.73 

Before-After 
Employment Status 
Changes 

10.46 
[0.0150] 
R*2=1.08 

 

2.90 
[0.4070] 
R*2=0.75 

11.15 
[0.0109] 
R*2=2.89 

5.23 
[0.1555] 
R*2=0.94 

Notes: Source: Authors’ Calculations using the NJS data.  The values in the table are χ2-Statistics for joint 
tests of the null hypothesis that all of the coefficients equal zero for a given outcome, with the p-values in 
square brackets.   The tests correspond to the estimates presented in Tables 9, 10 and 11.  The value for R*2 
are the partial r-squared times 100 for the group of covariates in the row.  See the notes for those tables for 
further details. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 
 
 
 
 
TABLE 13: Logit Estimates of the Relationship between Positive Self-Evaluation        
and Performance Standards, By Demographic Group 

 
  

Adult Males 
 

 
Adult Females 

 
Male Youths 

 
Female Youths

A. JTPA: 
 
 
Employment at 
Termination 
 
 

 
 

0.115 
(0.034) 
[0.001] 
n=1507 

 

 
 

0.126 
(0.029) 
[0.000] 
n=1882 

 
 

0.083 
(0.047) 
[0.078] 
n=699 

 
 

0.091 
(0.039) 
[0.020] 
n= 890 

 
Wages at 
Termination 
 
 

0.012 
(0.009) 
[0.173] 
n=617 

 

0.028 
(0.010) 
[0.003] 
n=873 

 

0.026 
(0.022) 
[0.232] 
n=280 

 

0.021 
(0.021) 
[0.316] 
n=319 

   
 
Employment at 
Follow-up 
 
 

0.097 
(0.035) 
[0.005] 
n=1507 

 

0.137 
(0.029) 
[0.000] 
n=1882 

 

0.043 
(0.049) 
[0.380] 
n=699 

 

0.076 
(0.040) 
[0.056] 
n=890 

 
 
Weekly Earnings 
at Follow-up 
 

0.007 
(0.015) 
[0.623] 
n=617 

 

0.040 
(0.015) 
[0.007] 
n=883 

 

0.051 
(0.033) 
[0.120] 
n=302 

 

0.065 
(0.030) 
[0.028] 
n=336 

 
 
B. WIA: 
 
 
Employment at 
Termination 
 
 

 
 
 

0.052 
(0.036) 
[0.151] 
n=1155 

 

 
 
 

0.048 
(0.032) 
[0.122] 
n=1536 

 

 
 
 

-0.073 
(0.054) 
[0.179] 
n=528 

 

 
 
 

0.035 
(0.051) 
[0.484] 
n=705 

 
 
Employment at 6-
Months 
 
 

 
0.030 

(0.046) 
[0.511] 
n=659 

 

 
-0.069 
(0.044) 
[0.123] 
n=778 

 

 
0.131 

(0.065) 
[0.045] 
n=291 

 

 
0.143 

(0.060) 
[0.018] 
n=293 

 

 



 

 
Earnings Gain at 
6-Months 
 
 

0.000 
(0.000) 
[0.340] 
n=566 

 

0.001 
(0.000) 
[0.022] 
n=634 

 

0.002 
(0.001) 
[0.079] 
n=240 

 

0.004 
(0.001) 
[0.003] 
n=204 

 
Notes: Source: Authors’ calculations using the NJS data.  The JTPA performance measures consist of  (1) 
employment at JTPA termination date; (2) employment at follow-up, which is 13 weeks after termination 
in JTPA; (3) wage per hour at termination date (conditional on employment) in dollars; and (4) the average 
total weekly earnings at follow up (conditional on employment).  Our construction of all of the JTPA 
performance measures relies on self-reported data.  The WIA performance measures consist of (1) 
employment at exit, which we calculate as non-zero UI earnings in the calendar quarter of termination 
(conditional on non-employment at the date of random assignment based on self-reported labor force 
status);  (2) employment at six months after termination, which we calculate as non-zero UI earnings in the 
third calendar quarter after termination (conditional on employment in the first quarter after termination);  
(3) earnings differences (conditional on employment in the first quarter after termination), which we 
calculate as the sum of UI earnings in the second and third calendar quarters after program termination 
minus the sum of earnings in the two calendar quarters prior to random assignment.  The estimates in the 
table correspond to logit models with an indicator for a positive self-evaluation as the dependent variable 
and one of the performance measures as the only independent variable.  The models also include all of the 
variables listed in Table 5 as additional covariates.  The values in the table are mean numerical derivatives, 
with standard errors in parentheses and p-values in square brackets.  We multiply the values for the 
earnings-based performance measures by 100 for ease of presentation.  The final row in each cell gives the 
sample size for the sample used to produce each estimate.  Before deleting observations with missing 
values of the performance measures, the treatment group samples contain 3067 adult males, 3922 adult 
females, 1308 male youths, and 1711 female youths.  The population for these regressions is the treatment 
group. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 
 
 
 
 
 
 
 
 
 
 

FIGURE 1A: Quantile Treatment Effects and Percentage Reporting 
Positive Self-Evaluation, Adult Males 
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Notes: Source: Authors’ Calculations using the JTPA data.  The outcome used here is self-reported 
earnings over the 18months after random assignment. 
 
 
 
 
 
 
 

 



 

 
 
 
 
 
 
 
 
 
 
 

FIGURE 1B: Quantile Treatment Effects and Percentage Reporting 
Positive Self-Evaluation, Adult Females 
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Notes: Source: Authors’ Calculations using the JTPA data.  The outcome used here is self-reported 
earnings over the 18months after random assignment. 
 
 
 
 
 
 
 

 



 

 

 



 

FIGURE 1C: Quantile Treatment Effects and Percentage Reporting 
Positive Self-Evaluation, Male Youth 
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Notes: Source: Authors’ Calculations using the JTPA data.  The outcome used here is self-reported 
earnings over the 18months after random assignment. 
 
 
 
 
 
 
 
 

 



 

FIGURE 1D: Quantile Treatment Effects and Percentage Reporting 
Positive Self-Evaluation, Female Youth 
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Notes: Source: Authors’ Calculations using the JTPA data.  The outcome used here is self-reported 
earnings over the 18months after random assignment. 
 
 
 

 


